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Abstract 

This work deals with the optimal synthesis of groundwater remediation networks 

for the valorization of anionic pollutants by means of emulsion pertraction technology 

using hollow fiber modules (HFM). Superstructures that incorporate all possible design 

alternatives are proposed. The aim of this work is to obtain a minimum cost groundwater 

remediation network that allows treatment of groundwater to required levels, and also, a 

contaminant rich solution that can be used for further processing. The optimization of the 

superstructure is initially formulated as a nonconvex nonlinear programming (NLP) 

problem. This rigorous NLP model is simplified using some assumptions to get a 

simplified model which is globally optimized using a Lagrangean decomposition 

algorithm. This globally optimal solution is used as an initialization point for optimizing 

the rigorous NLP problem. Three cases involving different numbers of HFM are studied 

to determine a cost optimized network with an optimal number of modules.  

 

Keywords: Groundwater, Emulsion Pertraction, Anionic Pollutants, NLP, Global 

Optimization, Lagrangean Decomposition  
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Groundwater and in general wastewater streams containing metallic contaminants 

are treated before release into the environment not only to remove contaminants to meet 

disposal requirements, but also to recover the metallic contaminants for selling them or 

re-using them in industrial applications.1 Although different processes exist for the 

treatment of aqueous streams containing metallic contaminants, one of the proven 

technologies that allows efficient removal of the contaminants is membrane based solvent 

extraction using microporous hollow fiber (HF) contactors.2,3 In this work, we use an 

emulsion pertraction technology (EPT) to carry out the simultaneous extraction and back-

extraction of a contaminant in a HF module. In this particular EPT process, the aqueous 

groundwater stream containing the contaminants is separated from an emulsion phase by 

a hydrophobic microporous membrane. The emulsion phase consists of an organic phase 

containing a dissolved selective extractant, and a stripping solution, which is present in 

the form of dispersed droplets. The solute is transferred from the aqueous feed solution to 

the organic phase, and it is then transported inside the stripping solution droplets.4-6  

While the application of the above-mentioned technology and the mass transport 

phenomena involved in the separation process have been extensively studied 5-8, there is 

still limited information on the optimization of membrane based solvent extraction 

processes.9 The optimization of a non-dispersive solvent extraction (NDSX) pilot plant 

operating in co-current semicontinuous mode and in continuous mode using a nonlinear 

programming (NLP) model has been dealt with previously.10,11 Alonso et al.1 have 

addressed the problem of the design of a semicontinuous NDSX process using a time 

invariant mixed-integer nonlinear programming (MINLP) model. Ortiz et al.12 and 

Eliceche et al.13 have proposed NLP model for the optimization of the membrane area of 
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an EPT process containing two treatment units. San Román et al.14 proposed an NLP 

model, similar to the one proposed by Wang and Smith15, for a EPT based wastewater 

treatment system. In all the above mentioned cases, global optimality is not guaranteed.         

 In other work, different strategies were used to solve the groundwater remediation 

network synthesis problem to optimality. Galán and Grossmann16 have presented an NLP 

and MINLP model for optimizing the superstructures given by Wang and Smith14. These 

authors suggested an effective heuristic procedure based on mathematical programming 

to obtain the optimal design of a distributed wastewater treatment network. The 

superstructure optimization problem was further extended by Lee and Grossmann 17, who 

formulated the decentralized wastewater treatment network as a non-convex Generalized 

Disjunctive Program (GDP) and solved the problem to global optimality.  

 In this paper, we propose network superstructures for the aqueous and the 

emulsion streams for the design of an optimal emulsion pertraction process. We model 

the optimization of the network as an NLP problem where we use discretized differential 

and algebraic equations to model the membrane modules that remove the contaminants 

from groundwater. This NLP is highly nonlinear and nonconvex, and therefore we 

reformulate it to obtain a simplified model with fewer nonconvexities. We then propose a 

spatial branch and bound algorithm based on Lagrangean decomposition to solve this 

simplified model to global optimality. In the proposed approach, we generate tight lower 

bounds on the global optimum using a decomposition technique, which are then made to 

converge to the solution in a branch and bound setting. Finally, the globally optimal 

solution of the simplified NLP is used as an initialization point for optimizing the 

rigorous model.  
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 The proposed solution strategy is used to solve different example networks 

containing different number of hollow fiber modules. In all of these examples, we studied 

the removal of anionic hexavalent chromium from polluted groundwater. The 

groundwater remediation process results in treated groundwater, and a chromium rich 

stream that can be re-used in some industrial application. 

 

2. Problem Statement 

 In this work, we consider the optimal synthesis of an emulsion pertraction system 

that consists of a specified number of hollow fiber modules (MOD), mixers (MU) and 

splitters (SU), with various possible interconnections between these units. We are given a 

groundwater stream whose flowrate and contaminant composition is known. This stream 

has to be treated using the given hollow fiber modules before the effluent stream can be 

discharged into the environment such that the contaminant levels present in the discharge 

do not exceed pre-specified limits. The specific objective of this work is to identify the 

interconnections between all the units in the system, and to determine the flowrates and 

the contaminant compositions of all the streams in the network, such that the total cost of 

groundwater remediation is minimized. In order to address this problem, we propose 

network superstructures for the aqueous groundwater stream and an emulsion stream 

(consisting of an organic phase and a stripping agent), which flow counter-currently 

inside a hollow fiber module where the transfer of contaminant takes place between the 

aqueous phase and the emulsion phase. Figures 1 and 2 show the network superstructures 

for the aqueous feed solution and the emulsion phase, respectively, for a large-scale 

system with four treatment modules. In these figures, although we have shown separate 

 5



superstructures for the aqueous phase and the emulsion phase, these correspond to 

different parts of the single overall network superstructure which has to be optimized. 
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Figure 1. Network superstructure for the aqueous feed solution. 
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Figure 2. Network superstructure for the emulsion phase. 

As can be seen from Figure 1, the aqueous groundwater feed stream is split into 

various streams that are directed to different mixers (  to ) in the system. The outlet am1
am5
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streams of the mixers,  to  are directed to the treatment modules and the outlet 

stream from each treatment module is directed to splitters that direct the water to the 

various mixers in the network.

am1
am4

16 There is also an aqueous discharge stream (outlet stream 

from mixer ) which is the treated groundwater being discharged into the environment. 

Further, as shown in Figure 2, a similar network superstructure is constructed for the 

emulsion phase. The emulsion that is used for extracting the contaminants from the 

aqueous effluent stream, is prepared by dispersing a stripping agent in an organic phase 

in a ratio of 1:4 by volume. The organic phase consists of an anionic extractant and 

emulsion modifiers dissolved together in a solvent, while the stripping phase is a solution 

of a back-extraction agent.

am5

8 The contaminants pass from the aqueous stream into the 

stripping phase in the emulsion through the intermediate organic phase. Also, in the 

emulsion phase network superstructure, there exists a particular sub-system called the 

emulsion regeneration section. In this section, the contaminant rich stripping phase, 

produced by the transfer of contaminant from the groundwater streams to the stripping 

phase, is decanted while the organic phase is recycled. A fresh clean stripping solution is 

then mixed with the organic phase forming a new emulsion inside the emulsion tank as 

shown in Figure 2. From the two figures, it can be seen that we have separate mixers and 

splitters for the aqueous and the emulsion streams and the only common equipment for 

these two sets of streams are the hollow fiber modules. 

For this synthesis problem, the polluted aqueous feed stream is characterized by a 

known flowrate and a given concentration of an anionic pollutant. This groundwater 

stream has to be treated inside the modules such that the solute concentration in the 

discharge stream into the environment has to be less than or equal to the value imposed 
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by regulations. Furthermore, the concentration of the contaminant in the stripping phase 

at the outlet of the decanting tank should be greater than a specified limit in order for the 

contaminant rich stripping solution to be reused elsewhere. Hence, lower bounds are 

imposed on the solute concentration in this particular stripping solution. Other constraints 

that need to be satisfied are that the mass balances in all the units in the system must 

hold. Finally, the aim of the design problem is to minimize the design and operation cost 

of the network. 

 We model the optimization of the network as a continuous NLP. Certain 

simplifying assumptions are made before modeling the system:  

(i) The cost of constructing the network is determined by the total membrane area 

of all the hollow fiber modules. The operating and environmental costs are 

also taken into account. The costs of pumping and piping are neglected.  

(ii) There is no transfer of pollutant from the organic phase to the stripping phase 

inside the emulsion tank or the decanting tank. 

(iii) The network is operated under isothermal and isobaric conditions. 

We initially model the problem in a rigorous way making use of differential and 

algebraic equations for the mass balances in the hollow fiber modules and the other units 

in the system. The resulting NLP is highly nonlinear and nonconvex which makes it very 

difficult to solve to global optimality for large industrial size treatment networks. For this 

reason we simplify the model using some assumptions and solve the resulting model to 

global optimality. This globally optimal solution is used as an initialization point for 

optimizing the rigorous model. The proposed solution strategy is shown in Figure 3. 
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Initialize network 
superstructure 

SIMPLIFIED NLP PROBLEM

( Solve to Global Optimality ) 

RIGOROUS NLP PROBLEM
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                                                        Figure 3. Solution strategy. 

Having outlined the solution strategy, we develop the rigorous and the simplified models. 

 

3.  Model 

 In this work, two different models are used to describe the network: i) a rigorous 

model where the membrane modules are modeled using differential equations which are 

discretized to obtain algebraic equations and, ii) a simplified model where the 

contaminant transfer between the different phases inside the membrane modules is 

modeled simply making use of fixed solute transfer coefficients to define the transfer of 

solute between the aqueous and stripping phases. It is to be noted that the model is 

written for a single contaminant system since the problem in this work involves a single 

contaminant in the effluent stream. However, the model can very easily be extended for 

networks involving multiple contaminants since the basic structure of the constraints 

remains the same and only some additional constraints are introduced for the additional 

contaminants. 

3.1 Rigorous Model
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 As mentioned previously, the process network consists of splitters, mixers and 

membrane modules. The emulsion pertraction model consists of a set of algebraic and 

differential equations. In order to formulate the model as a continuous NLP, the 

differential equations are replaced by algebraic equations that are obtained by discretizing 

the differential equations that pertain to the spatial variation of the contaminant 

concentration inside the hollow fiber modules. To model the optimization problem, we 

use the total flows and the contaminant composition of the streams in the network.  

Objective Function 

 The objective of the optimization problem is to minimize the costs of constructing 

and operating the network and the environmental costs. The total capital cost is  

considered proportional to the total area of the hollow fiber modules while the operating 

cost of the process is taken to be proportional to the solute concentration in the organic 

phase at the inlet of the regeneration section. The concentration of the contaminant in the 

aqueous discharge stream is representative of the environmental cost of waste disposal. 

                                                                            (1)             )C(CKAmin inr
o

out
a

MODt
t +⋅+= ∑

∈

ϕ

Here  is the area of a membrane module ‘t’ and  and  are the contaminant 

concentrations in the aqueous discharge stream and organic phase at the inlet of the 

emulsion regeneration section, respectively. Note that the constant K is a scaling factor 

that places the areas and concentrations in comparable terms. In this work, a value of K = 

1 is used. 

tA out
aC inr

oC

Membrane Modules 

 The hollow fiber modules are used to remove the contaminants from the aqueous 

feed solution by concentrating them in the stripping phase inside the emulsion. A 
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contaminant diffuses through the aqueous phase stagnant layer to the interface with the 

membrane where it reacts with the organic carrier. Then, the organometallic complexes 

formed as a result of this reaction, diffuse through the membrane and the organic phase 

stagnant layer towards the emulsion droplets where they react with the stripping agent, 

thereby allowing recovery of the solute and the organic extractant. A schematic 

representation of a hollow fiber module is given in Figure 4. As shown in this figure, a 

module  has an inlet aqueous stream  and an outlet aqueous stream 

. There is also an inlet emulsion stream  entering the module and an outlet 

emulsion stream  leaving the module. The emulsion phase (e) contains the organic 

(o) and the stripping (g) phases and flows counter-currently to the aqueous stream inside 

the membrane module.   

MODt ∈ a
intk ∈

a
outti ∈ e

intk ∈′

e
outti ∈′

 

t  ∈   MOD 

a 
in t k ∈ a

outti ∈ 
e 
out t i' ∈ e

intk'∈ 
 

Figure 4. Hollow Fiber Modules. 

 The mathematical model for a membrane module includes the following 

equations: i) equation for mass transfer flux through the aqueous phase stagnant layer, ii) 

equations for determining the equilibrium parameters of the extraction reactions between 

the solute and the extractant agent to form the organic complex, iii) mass transfer 

equation for the flux within the organic membrane, iv) equation for mass transfer through 

the organic phase stagnant layer, v) solute mass balances inside the module, and vi) 

empirical relationships between the area, volume and the length of the modules.  
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 The extraction reaction between the anionic solute  and the anionic extractant −A

NR3  is assumed to take place by means of the following equation: 

( ) ANHRNRnnHA n33
n ⇔++ +−      

where the bar above a certain component is used to refer to the species in the organic 

phase. 

 The mass transfer flux in the aqueous phase stagnant layer inside module ‘t’ at an 

axial position ‘z’ can be described by Fick’s law: 

( ) MODt)z(C)z(CK)z(J *t
a

t
aL

t
a ∈∀−⋅=             

where  is the bulk concentration of the solute in the aqueous phase inside the 

treatment module ‘t’ at position ‘z’,  is the solute concentration at the interface 

between the aqueous phase and the membrane inside the module ‘t’ at the axial position 

‘z’ and  is the mass transfer coefficient in the aqueous phase stagnant layer. In the 

organic membrane, the mass transfer is given by: 

)z(Ct
a

)z(C *t
a

LK

( ) MODt)z(C)z(CK)z(J t
o

*t
oM

t
o ∈∀−⋅=                                                                              

Here,  is the solute concentration in the organic phase at the membrane 

interface, which is in equilibrium with  at the axial position ‘z’,  is the solute 

bulk concentration in the organic phase inside the membrane module ‘t’ at position ‘z’, 

and  is the membrane mass transport coefficient. The back-extraction reaction takes 

place between the organometallic complex, 

)z(C *t
o

)z(C *t
a )z(Ct

o

MK

NH)A(R3 , and the stripping agent, allowing 

the recovery of the solute and the anionic extractant ( NR3 ). This reaction is considered 

to be totally shifted to the right since the concentration of stripping agent is much higher 
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than the concentrations of the other species taking part in the reaction. Therefore, it can 

be assumed that the concentration of the organometallic species at the interface of the 

stripping droplets is zero. Hence, the mass transfer flux in the organic phase stagnant 

layer at the organic-stripping interface in the emulsion can be expressed as follows: 

( ) MODt)z(CK)z(CK)z(J t
oo

t
oo

t
g ∈∀⋅=−⋅= 0                                                                   

where  is the mass transfer coefficient in the organic phase stagnant layer. oK

Assuming pseudo-steady state: 

( ) ( ) MODt)z(C)z(CK)z(C)z(CK)z(J)z(J t
o

*t
oM

*t
a

t
aL

t
o

t
a ∈∀−⋅=−⋅⇒=                       (2) 

 The interfacial equilibrium solute concentrations at the interface between the 

aqueous phase and the membrane are related by the following expression: 

[ ]
[ ] [ ] [ ] [ ] [ ]

MODt
)z(C)z(C)z(C

)z(C

AHNR

A)NHR(
K

*t
a

n*t
aH

n*t
FE

*t
o

*n*n*

*
n

eq ∈∀
⋅⋅

=
⋅⋅

=
−+

3

3                    (3)  

 In the above expression,  and  stand for the equilibrium 

concentration of the free extractant at the interface of the aqueous phase and the 

membrane in module ‘t’ at the axial position ‘z’ and the equilibrium concentration of 

hydrogen ions at the aqueous phase-membrane interface in module ‘t at position ‘z’, 

respectively.  is the equilibrium parameter of the extraction reaction between the 

anionic solute and the organic extractant. 

)z(C *t
FE )z(C *t

aH

eqK

 The interfacial equilibrium concentration of the hydrogen ions at the interface 

between the aqueous phase and the membrane can be related to the interfacial 

concentration of the solute by means of the following expression: 

( ) ( ) MODt)z(C)z(CK)z(C)z(CK *t
aH

t
aHLH

*t
a

t
aL ∈∀−⋅=−⋅                                                   (4) 
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where  is the mass transfer coefficient of the hydrogen ions in the aqueous phase 

stagnant layer. It is to be noted that all the contaminant concentrations in the above 

equations of the rigorous model are taken to be functions of ‘z’ which is the distance 

along the membrane length from the inlet point of the aqueous stream into the membrane.  

LHK

 The solute mass balances in the hollow fiber modules are expressed by means of 

differential equations that are subsequently replaced by algebraic equations. The spatial 

variation of the contaminant concentrations within the module is discretized using a first 

order forward finite difference scheme. As a consequence of the steady state assumption, 

the variation of the solute concentration with time is neglected. Since the flowrates of the 

inlet and outlet streams for a hollow fiber module are equal, the nonlinear algebraic 

equations obtained as a result of the discretization can be written as follows: 

Aqueous feed solution 

a
in

a
out

t
a

i
a

k
a tk,tiMOD,tFFF ∈∈∈∀==                                                                    (5)                               

( ) a
in

k
a

t
a

t*
a

t
aL

t

t

t

t
at

t
at

a tk,MODtC)z(C,(z)C(z)CK
L
A

Δz
(z)C)Δz(zCF ∈∈∀==−⋅⋅−=

−+
0                   (6)                               

( ) a
in

k
aH

t
aH

t*
aH

t
aHLH

t

t

t

t
aHt

t
aHt

a tk,MODtC)z(C,(z)C(z)CK
L
A

Δz
(z)C)Δz(zCF ∈∈∀==−⋅⋅−=

−+
⋅ 0  (7)  

Here  is the flowrate of the aqueous phase solution inside the module ‘t’, while 

 and  are the concentrations of the solute and the hydrogen ions, 

respectively, in the aqueous phase inside the module ‘t’ at the axial position ‘z’. Δz

t
aF

)z(t
aC )z(t

aHC

t is an 

infinitesimally small distance taken along the axial dimension of the membrane inside the 

module ‘t’ that can be calculated using to the following equation: 

 14



N
L

z t
t =Δ                                                                                                                          (8) 

where N is the number of divisions along the axial dimension of the membrane.  

Organic phase 

e
in

e
out

t
o

i
o

k
o tk,tiMOD,tFFF ∈′∈′∈∀== ′′                                                                     (9) 

( ) ( )

e
in

'k
o
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o

t
o

t

vot,gt*
a

t
aL

t

t

t

t
ot

t
ot

o

tk,MODtC)Lz( C  
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AKV
(z)C(z)CK

L
A

Δz
(z)C)Δz(zC

F
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⋅
⋅⋅

+−⋅⋅−=
−+

⋅
     (10) 

Here  is the flowrate of the organic phase inside the module ‘t’, while  is 

the solute concentration in the organic phase inside the module ‘t’ at the axial position 

‘z’.  is the volume of the stripping agent inside module ‘t’. 

t
oF )z(t

oC

tg,V

Stripping phase 

e
in

e
out

t
g

'i
g

'k
g tk,tiMOD,tFFF ∈′∈′∈∀==                                                                    (11) 

( )
 tk,MODt    C)Lz(C,(z)C

L
AKV

Δz
(z)C)Δz(zC
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in

'k
g

t
g

t
o

t
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t

t
gt

t
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g ∈′∈∀==⋅
⋅⋅

−=
−+

⋅      (12)         

In the above equations,  is the flowrate of the stripping phase inside the module ‘t’, 

while  is the solute concentration in the stripping phase inside the module ‘t’ at 

axial position ‘z’.  

t
gF

)z(t
gC

 The empirical relationships between the effective membrane area, the effective 

length and the effective volume of the shell side of the hollow fiber modules are given by 

equations (13) and (14): 
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( ) MODt09.0Aln11.0L tt ∈∀+⋅=                                                                             (13) 

MODtA105.1V t
5

t,g ∈∀⋅= −                                                                                      (14) 

 Mixers 

 A mixer  belongs to the aqueous phase network and consists of a set of 

inlet streams  and an outlet stream . For the emulsion phase of the 

network, a mixer consists of a set of inlet streams  and an outlet stream 

.   

aa MUm ∈

a
inmi ∈ a

outmk ∈

ee MUm ∈ e
inmi ∈

e
outmk ∈

 The overall mass balances for the mixers and  are given by equations (15) 

and (16), respectively, where  is the flowrate of the aqueous stream i while  denotes 

the flow of phase p in an emulsion stream i.  

am em

i
aF i

pF

a
out

aa

mi

i
a

k
a mk,MUmFF

a
in

∈∈∀= ∑
∈

                                                                               (15) 

{ }g,op,mk,MUmFF e
out

ee

mi

i
p

k
p

e
in

∈∀∈∈∀= ∑
∈

                                                (16) 

 The following equations represent the solute mass balances in the mixers  and 

 for the aqueous and emulsion phases, respectively. 

am

em

∑
∈

∈∈∀⋅=⋅
a
inmi

                                a
out

aai
a

i
a

k
a

k
a mk,MUmFCFC                                              (17) 

{ }∑
∈

∈∀∈∈∀⋅=⋅
e
inmi

                                e
out

eei
p

i
p

k
p

k
p g,op,mk,MUmFCFC                         (18) 
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where  is the solute concentration in the aqueous stream  and  is the solute 

concentration in the phase ‘p’ of an emulsion stream i. 

i
aC i i

pC

 In the aqueous phase, the mass balances for hydrogen ions in the mixers are given 

by: 

∑
∈

∈∈∀⋅=⋅
a
inmi

                                a
out

aai
a

i
aH

k
a

k
aH mk,MUmFCFC                                           (19) 

where  is the concentration of the hydrogen ions in the aqueous stream i.  i
aHC

Splitters 

A splitter  present in the aqueous stream network consists of an inlet 

stream  and a set of outlet streams . The splitter  belongs to the 

emulsion stream network and consists of an inlet stream  and a set of outlet 

streams . 

aa SUs ∈

a
insk ∈ a

outsi ∈ ee SUs ∈

e
insk ∈

e
outsi ∈

 The overall mass balances for the splitters and  are given by equations (20) 

and (21), respectively 

as es

a
in

aa

si

i
a

k
a sk,SUsFF

a
out

∈∈∀= ∑
∈

                                                                                     (20) 

{ }g,op,sk,SUsFF e
in

ee

si

i
p

k
p

e
out

∈∀∈∈∀= ∑
∈

                                                              (21) 

 The contaminant mass balances in the splitters  and , are given by the 

following equations. 

as es

              si,sk,SUsCC a
out

a
in

aai
a

k
a ∈∀∈∈∀=                                                             (22) 
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{ }               o,gp,si,sk,SUsCC e
out

e
in

eei
p

k
p ∈∀∈∀∈∈∀=                                            (23) 

 The mass balance for the hydrogen ions in the splitters corresponding to the 

aqueous stream network can be written as follows: 

               si,sk,SUsCC a
out

a
in

aai
aH

k
aH ∈∀∈∈∀=                                                         (24) 

Emulsion Regeneration Section 

 The emulsion regeneration section is employed to recover the solute rich stripping 

solution. In this section, the emulsion leaving the treatment modules is first allowed to 

settle down in a decanting tank. The organic phase is then pumped to the emulsion tank 

where it is mixed with a fresh stripping solution that is devoid of any contaminant. This 

new emulsion phase is then recycled to the treatment modules. There is no change in the 

solute concentration of the organic phase inside this whole section. The concentrated 

stripping solution is removed from the decanting tank and is used in other processes. 

Figure 5 shows the schematic diagram of the emulsion regeneration section. 
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Figure 5. Emulsion regeneration section. 

 The overall mass balance and the solute mass balances in the emulsion 

regeneration section are given in equations (25) - (29): 

{ g,opFF outin r
p

r
p ∈∀= }                                                                (25) 

outin r
o

r
o CC =                                                                                        (26) 

outoutinin gr
g

gr
g FFFF +=+                                                                          (27) 

outin gr
g CC =                                                                                        (28) 

outoutoutoutinininin ggr
g

r
g

ggr
g

r
g CFCFCFCF ⋅+⋅=⋅+⋅                                         (29) 

The terms appearing in these equations are defined in the nomenclature. 

Flowrate Relationships in the Emulsion Phase 

The ratio of the flowrates of the organic and the stripping phases that make up the 

emulsion is 4:1 in all the streams in the emulsion network (eq (30)).  

go F4F ⋅=                                                                                                                          (30) 

 Finally, the limits on the contaminant compositions and flowrates of the streams 

are handled by imposition of lower and upper bounds on all the variables in the model. 

 The model (P1), given by equations (1)-(30), is a NLP model since equations (3), 

(6), (7), (10), (12), (13), (17)-(19), and (29) are non-linear. Since these equations involve 

nonconvex terms, standard NLP algorithms may lead to a local optimum. The local 

solution to the problem can be obtained using any local NLP solver.18
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3.2. Simplified Model

 The simplified model for representing the groundwater remediation network is 

based on the rigorous model, but we take into account some additional assumptions that 

make the problem easier to solve. The globally optimal solution of the simplified model 

can then be used as an initial point for solving the rigorous model. The main assumptions 

made in the simplified model are the following: 

(i) For the treatment modules, the extraction and back-extraction steps are 

modeled using fixed solute transfer coefficients to describe the transfer of the 

solute from the aqueous solution to the stripping phase in the emulsion.  

(ii) There is no spatial variation of the concentration of the contaminant species 

inside the membrane modules along the length of the membrane as a function 

of the distance from the inlet of the membrane module. In other words, the 

concentration of the contaminant species inside the membrane modules is 

taken to be constant at steady state. 

(iii) The solute gets transferred from the aqueous phase to the stripping phase 

through the intermediate organic phase. Since the concentration of the solute 

in the organic phase is not required to be known, the mass balances can be 

written only for the aqueous and stripping phases in order to reduce the 

number of nonlinear equations. The organic phase flowrates are calculated 

from the flowrate relationships between the organic and the stripping phases. 

(iv) The objective function is defined by taking into account only the operating 

cost of the network. 

 20



Objective Function 

( )            F4F min
MODt

t
g

t
a    ∑

∈

⋅+=φ                                                                                    (31) 

In the rigorous model, the objective was to minimize the total cost, which was the sum of 

the capital cost and the operating cost of the network. In the simplified model only the 

operating cost is taken into account.  This cost is considered to be proportional to the 

flow of aqueous streams inside the modules, and to the flowrate of the organic phase used 

inside the modules in order to remove the pollutants.  

Membrane Modules 

In the simplified model, the membrane modules have the same physical structure as in 

the rigorous model (see Figure 4), but are now modeled in a simpler manner. The solute 

concentration in the aqueous and the stripping phases can be calculated using the 

coefficients β defined as follows: 

{ }100/solutetheforPercentageExtraction1a −=β                                                         

{ }100/solutetheforPercentageExtractionBack1g −=β                                               

aβ  is used to describe the transfer of the contaminant from the aqueous stream to the 

organic phase while gβ  corresponds to the transfer of the contaminant from the organic 

phase to the stripping phase. 

The following equations represent the overall mass balances and the solute mass balances 

for the aqueous stream and the stripping phase inside the membrane modules: 
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a tk,ti,MODtFFF ∈∈∈∀==                                                                        (32) 

a
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a
out

k
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i
a tk,ti,MODtCC ∈∈∈∀⋅β=                                                                         (33)                               
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Valid Cuts 

An extra constraint (eq (36)) that corresponds to the contaminant material balance for the 

overall system is incorporated into the simplified model in order to strengthen its 

relaxation and hence accelerate the convergence of the algorithm employed for the global 

optimization of the simplified model.19 

( )  tkCFCFCF1 a
in

out
a

out
a

in
a

in
a

MODt

k
a

t
aa ∈⋅−⋅=⋅⋅β−∑

∈

                                   (36) 

Here,  is the flowrate of the inlet aqueous stream entering the network while  is 

the concentration of the solute in the same inlet aqueous stream.  and  are the 

total flow and the solute concentration, respectively, in the outlet aqueous discharge 

stream.  

in
aF in

aC

out
aF out

aC

 The equations for the mixers, splitters and the emulsion regeneration section are 

the same as the ones in the rigorous model, but now are only defined for the stripping 

phase in the emulsion streams and the aqueous streams. The simplified NLP model (P2) 

is given by equations (15) - (18), (20) - (23), (25), (27) - (29), and (31)-(36). Finally, we 

apply lower and upper bounds on the variables in the model to handle constraints 

pertaining to the limits on the flowrates and contaminant compositions.  

 

4. Solution Strategy 

 In order to get good solutions to the design problem using the rigorous model 

(P1), we use the globally optimal solution of the simplified model (P2) to initialize the 
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variables in the rigorous model. However, the global optimization of even the simplified 

NLP model (P2), that has a special structure in terms of the nonconvexities, is a very 

challenging task for medium to large-scale problems. Taking advantage of the fact that 

the model (P2) has a decomposable structure, we propose to globally optimize this model 

using a Lagrangean decomposition algorithm. This algorithm along with the technique to 

initialize the variables in the rigorous model is presented in this section. 

4.1 Global optimization of the simplified model 

 We propose a Lagrangean decomposition based spatial branch and bound 

algorithm for solving the simplified model (P2) to global optimality. In this approach, we 

generate tight lower bounds on the global optimum using a decomposition technique. 

These lower bounds are then made to converge to the solution in a branch and bound 

setting.  

 

 

4.1.1 Generation of tight relaxations 

 The technique to generate tight lower bounds on the global optimum of (P2) is 

based on the concept of Lagrangean decomposition.20 The basic idea of this solution 

methodology is to decompose the given large-scale problem into a collection of smaller, 

more tractable subproblems in order to obtain a lower bound on the solution of the initial 

problem.21 This technique can be applied to models that can be decomposed into 

submodels with each submodel containing its separate set of variables. The simplified 

NLP model (P2) also has a decomposable structure and can be represented as follows: 
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( )

equation  coupling        
equations  phase  stripping        
equations  phase  aqueouss.t     

F4Fmin
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⋅+=φ

                       (P2) 

 The aqueous phase equations are the eqs (15), (17), (20), (22), (32), (33) and (36); 

the stripping phase equations consist of the eqs (16), (18), (21), (23), (25), (27) - (29) and 

(34), while eq (35) is the coupling equation that accounts for the transfer of the solute 

between the two phases. The coupling equation is the only equation apart from the 

objective function that contains variables common to both the aqueous phase equations 

and the stripping phase equations. These are known as the linking variables. In order to 

decompose the NLP problem (P2) into different subproblems, we first create duplicates 

of all the linking variables ( ){ }a
in

e
in

e
out

k
a

i
g

k
g

t
a

t
g tktktiMODtCCCFF ∈∈′∈′∈∀′′ ,,,,,,,  appearing 

in the coupling equation (eq (35)) to get the following two sets of duplicate variables:  
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 We then replace the instances of the variables 

( ){ }a
in

e
in

e
out

k
a

i
g

k
g

t
a

t
g tktktiMODtCCCFF ∈∈′∈′∈∀′′ ,,,,,,,  occurring in the aqueous phase equations with 

the set of variables (A1), and their occurrences in the stripping phase equations, with the 

set of variables (A2). The coupling equation is also now re-written in terms of these 

newly introduced variables to get eqs (37) and (38).  
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Further, the objective function is modified as follows: 
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∈

⋅+=φ                                                                                  (39)                               

 Finally, since these newly formed variables are duplicates of the variables present 

in the original model, they are related by the following equality constraints, which are 

added to the model (P2). 
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 We then multiply the equations (40), (41), (42), (43) and (44) with parameters 

(Lagrange multipliers) , , , ,  t
1λ t
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3λ it ′,

4λ kt ,
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respectively, and transfer these constraints to the objective function to get a Lagrangean 

relaxation of (P2), which is denoted by model (LRP) and is shown below: 
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 For fixed values of the multipliers, this Lagrangean relaxation of (P2) can be 

decomposed into two subproblems (SP1) and (SP2) with model (SP1) pertaining to the 

aqueous phase and model (SP2) corresponding to the stripping phase. 
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 Model (SP1) contains the variables (A1) and the variables corresponding to the 

aqueous phase while model (SP2) involves the variables (A2) and the variables pertaining 

to the stripping phase. It is to be noted that in these subproblems, the bounds of the 

duplicate variables are the same as the bounds of the variables 

( ){ }a
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e
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k
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i
g

k
g

t
a

t
g tktktiMODtCCCFF ∈∈′∈′∈∀′′ ,,,,,,,  appearing in the original model 

(P2).  

Each subproblem is then solved to global optimality to obtain solutions  and 

. These solutions are then added up to obtain a rigorous lower bound on the global 

optimum of model (P2) over a particular region of the feasible space. It is worth 

mentioning here that the values of the Lagrange multipliers can be updated using a sub-

gradient method

*
1φ

*
2φ

22 and the subproblems solved iteratively using the updated Lagrange 

multipliers to obtain tighter lower bounds. 
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4.1.2 Proposed global optimization algorithm 

The outline of the proposed global optimization algorithm is as follows: 

Step 1. Preprocessing The bounds on the variables in the system are determined using the 

numerical data given for the treatment modules and the streams in the network. In this 

step, the non-convex NLP model (P2) is locally optimized to obtain an initial overall 

upper bound (OUB) on the objective function. 

Step 2. Lower Bounding problem The procedure described in section 4.1.1 is used to 

obtain a lower bound (LB) at every node of the branch and bound tree.  

Step 3. Upper Bound (UB) We solve the non-convex NLP model (P2) using a local NLP 

solver to obtain an upper bound at a node of the tree, and the OUB is updated if there is 

an improvement. 

Step 4. Convergence A node in the spatial branch and bound tree is fathomed if either the 

lower bound at the node is greater than the current OUB or if the optimality gap between 

the lower bound and the overall upper bound is smaller than a certain tolerance. When 

there are no open nodes in the tree, the search procedure is stopped. 

Step 5. Spatial Branch and Bound Regions of the search space for which the relaxation 

gap between the lower bounds and the overall upper bound is greater than the specified 

tolerance are further partitioned into disjoint sub-regions to create new nodes in the tree, 

and steps 2-4 are repeated for each of these regions. Certain heuristics similar to the ones 

used by Caroe and Schultz 23 are used as the branching rules in this work. The branching 

is performed on the linking variables. A linking variable usually takes on different values 

in the solutions of the subproblems (SP1) and (SP2), which are given by the optimal 
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values of the duplicate variables appearing in these subproblems pertaining to that certain 

linking variable. For all the linking variables, the absolute value of the difference of the 

values of the corresponding duplicate variables is computed. The linking variable for 

which this difference is maximum is chosen as the branching variable. Finally, we select 

the mid-point of the optimal values of the duplicate variables (as obtained from the 

solutions of (SP1) and (SP2) ) corresponding to the chosen linking variable as the 

branching point. Theoretically, the spatial branch and bound is an infinite process since 

the branching is done on the continuous variables, but terminates in a finite number of 

nodes for ε -convergence.  

4.2 Initialization of variables in the rigorous model

The globally optimal solution of the simplified problem is used as a starting point 

for solving the rigorous NLP model (P1). We assume that all the streams with zero 

flowrates in the solution of the simplified model also do not exist in the optimal network. 

Therefore, all the flows that are zero in the simplified model are set to zero in the 

rigorous model. We then obtain a local optimum for the reduced rigorous model by 

optimizing this model with a local NLP solver. 

5. Examples 

 The proposed method has been applied to the optimization of emulsion 

pertraction processes, which are used for the removal and recovery of anionic pollutants 

from polluted groundwater. The particular case study considered in this work involves 

the removal of anionic hexavalent chromium (HCrO4
-) from polluted groundwater. In 

order to determine the optimal number of membrane modules for groundwater 

remediation, three cases were considered: (a) a network with two modules, (b) a network 
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with three modules and (c) a network with four modules. All the cases were formulated 

using GAMS24 and solved on a 1400-MHz AMD K7 Windows machine with 512 MB 

memory. GAMS/CONOPT 3.0 was used to get local solutions to the NLP problems, 

while GAMS/BARON 7.2.525 was used to solve the subproblems (SP1) and (SP2), 

derived from the simplified model (P2), to global optimality.  

Test problem: The incoming groundwater stream has a known flowrate, = 2.5 min
aF 3 h-1 

and a known concentration of chromium,   = 7.7 mol min
aC -3 (400 ppm) (present in the 

form of HCrO4
-). The pH of the aqueous feed solution is 1.5. An upper bound on the 

concentration of the pollutant in the aqueous discharge stream is imposed by 

environmental regulations as  ≤ 0.00961 mol mout
aC -3 (0.5 ppm). The concentration of the 

pollutant in the stripping phase in the outlet stream from the decanting tank has to be 

greater than a certain amount, that is,  should be greater than 380 mol mout
gC -3 (~20000 

ppm) in order to reuse the contaminant rich stripping phase in other processes. Further, an 

analysis of the experimental data allows the average values of the extraction and back 

extraction percentages to be calculated, which are required for solving the simplified 

model. For all the cases, the values of the aβ  and gβ  are taken as 0.05 and 0.3, 

respectively, for all the treatment modules. Further, we arbitrarily choose an initial value 

of 10-5 for the Lagrange multipliers for solving the subproblems of the simplified model 

(P2), in all the cases. 

 The data used for the rigorous model is essentially the same as that used in the 

simplified model. Furthermore, for the rigorous model we require additional information 

which follows. The volume ratio between the extractant (Alamine 336) and the stripping 
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solution (sodium hydroxide solution) is 1:4.8 The values of the model parameters that are 

used to solve the problem are given in Table 1. 

 

Table 1. Model Parameters. 

 

 

Parameter Value Units 

Keq 4.83 mol-2 m6

KL = KLH 0.025 m h-1

KM 1.17 ×10-3 m h-1

Ko.Av 2.94 ×104 h-1

 The value of  was experimentally obtained, while the value of  was 

calculated using correlations.  and 

eqK LK

MK vo AK ⋅  are obtained by means of parameter 

estimation using the estimation tool gEST from gPROMS. Finally, the length of the axial 

dimension of each membrane module is discretized by dividing the membrane length into 

ten intervals and thus N = 10, in all the cases. 

 

Case a. The first case is a very small problem that involves the design of a groundwater 

remediation network with two membrane modules. Figures 6 and 7 show the proposed 

network superstructures for the aqueous phase and the emulsion phase, respectively, for 

this case. 
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Figure 6. Case a: Network superstructure for the aqueous feed solution. 
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Figure 7. Case a: Network superstructure for the emulsion phase. 

 The simplified NLP model (P2) for this example involves 65 variables and 58 

constraints. Initially, we attempted to solve the simplified model using BARON. It is 

found that there is no feasible solution to the problem and the required discharge 

restriction on the contaminant concentration cannot be met by just using two treatment 

modules with aβ = 0.05 and gβ  = 0.3. The lowest possible contaminant concentration in 

the aqueous stream discharge that is attainable using two membrane modules with aβ = 

0.05 and gβ  = 0.3 is 0.0193 mol m-3.  
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 We then try to solve the rigorous NLP model (P1) pertaining to this case (with 

252 variables and 248 constraints) and find that the problem is still infeasible. On 

relaxing the contaminant discharge concentration and globally optimizing the rigorous 

model using BARON, we do get feasible structures (shown in Fig. 8 and Fig. 9) although 

the aqueous stream has a higher contaminant discharge.  

A1 = 441 m2

2.5 m3 h-1

7.7 mol m-3

2.5 m3 h-1

0.01 mol m-3

2.5 m3 h-1

0.041 mol m-3

A2 = 150 m2

 
 

Figure 8. Case a: Rigorous model solution (relaxed discharge concentration limits) - 

Optimal network structure for the aqueous stream.  
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Figure 9. Case a: Rigorous model solution (relaxed discharge concentration limits) - 

Optimal solution for the emulsion phase network. 

 

Case b. The second case involves the design of an groundwater remediation network with 

three membrane modules. Through this case we want to determine if three membrane 

modules can perform the required levels of treatment of the given groundwater stream 
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and also yield a contaminant rich side stream with a specified concentration of the 

contaminant. The network superstructures are shown in Figures 10 and 11. 
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Figure 10. Case b: Network superstructure for the aqueous feed solution. 
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Figure 11. Case b: Network superstructure for the emulsion phase. 

 

 The simplified NLP model (P2) for this case involves 97 variables and 83 

constraints. Initially, the simplified model was solved using BARON which gave a 
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solution of 6.56 m3h-1 with 1% tolerance for the gap between the lower bound and the 

global optimum. The computational time taken to solve the model was 20.81 CPUsecs. 

We apply the proposed algorithm to this case, where we solve the subproblems 

(SP1) and (SP2) to global optimality with 1% tolerance for the gap between the lower 

bounds and the global optimum. Using the solutions of these subproblems, we get a 

rigorous lower bound of 6.54 m3h-1 on the global optimum. Further, an upper bound of 

6.56 m3h-1 is obtained by locally optimizing model (P2) with CONOPT 3.0. The lower 

bound obtained above, is within 0.4 % of the upper bound and therefore this solution is 

globally optimal for a specified tolerance of 0.4 %. The search for the global optimum 

was stopped at the root node of the tree. The proposed algorithm takes a total time of 2.08 

CPUsecs to solve, which is still less than the time taken by BARON to optimize model 

(P2). Figures 12 and 13 show the globally optimal network configurations for the 

aqueous phase and the emulsion phase, respectively. The flowrates and the contaminant 

concentrations of the streams in the network are also shown in these figures. 

 

m3
a

s1
a

m2
a

s4
a

2.5 m3 h-1

7.7 mol m-3

1.51 m3 h-1

7.7 mol m-3

0.99 m3 h-1

7.7 mol m-3

1.51 m3 h-1

0.385 mol m-3

2.31 m3 h-1

3.53 mol m-3

1.32 m3 h-1

0.385 mol m-3

2.31 m3 h-1

0.176 mol m-3

0.19 m3 h-1

0.385 mol m-3

2.5 m3 h-1

0.192 mol m-3 2.5 m3 h-1

0.01 mol m-3

MOD 1

MOD 2

MOD 3

 

Figure 12. Case b: Globally optimal network structure for the aqueous solution 

using simplified model. 
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Figure 13. Case b: Globally optimal solution for the emulsion phase 

using simplified model. 

 Figure 12 shows that two stages are necessary to satisfy the constraints for the 

aqueous solution. Modules 1 and 2 are used to remove most of the pollutant, while 

modules 3 works as purification units. For the emulsion phase, the flowrates and 

chromium concentration in the stripping phase are shown in Figure 13.  

We analyze the optimal network structures obtained by solving the simplified 

model, and the flowrates that are found to be zero in the solution of the simplified model, 

are set to zero in the rigorous model. The values of the other flows and the concentrations 

in the simplified model are used as initial points to obtain the optimal solution of the 

rigorous NLP model (P1) that involves 380 variables and 370 constraints. The rigorous 

model (P1) is locally optimized using CONOPT 3.0 using the solution of the simplified 

model as a starting point, and it takes 0.171 CPU secs to solve the problem. We obtain an 

objective function value of 591 where the main contribution to this value is from the 

membrane areas of the hollow fiber modules. The optimal configurations for the aqueous 

and the emulsion phases are shown in Figures 14 and 15, respectively. 
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Figure 14. Case b: Rigorous model solution - Optimal network structure for the aqueous 

stream.  

 

m2
e

s4
e

A1 = 248 m2

A2 = 193 m2 A3 = 150 m2 

 0.048 m3 h-1

Cg = 0.1 mol m-3

 0.24 m3 h-1

Co = 0.002 mol m-3

Cg = 0.1 mol m-3

 0.13 m3 h-1

Co = 0.002 mol m-3

Cg = 0.1 mol m-3

 0.11 m3 h-1

Co = 0.002 mol m-3

Cg = 0.1 mol m-3

 0.13 m3 h-1

Co = 0.42 mol m-3

Cg = 400 mol m-3

 0.24 m3 h-1

Co = 0.24 mol m-3

Cg = 223.2 mol m-3

 0.24 m3 h-1

Co = 0.42 mol m-3

Cg = 396.9 mol m-3

 0.24 m3 h-1

Co = 0.002 mol m-3

Cg = 400 mol m-3

 

Figure 15. Case b: Rigorous model solution - Optimal solution for the emulsion phase 

network. 

 

The optimal network structure obtained for the aqueous stream (Figure 14) is 

again a combination of a series and parallel flowsheet. Two modules are used to remove 

most of the pollutant for the groundwater stream, while the last one is used to remove the 

traces of the contaminant. For the emulsion phase, the network has a largely series 

structure as can be seen from Figure 15.  
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In order to compare the solutions obtained from the rigorous and the simplified 

models, the sum of the aqueous phase flowrate and the organic phase flowrate inside the 

hollow fiber modules, which is the objective function in the simplified model, is 

calculated from the solution of the rigorous model. This sum is found to be 5.49 m3h-1, 

which is close to the value of 6.56 m3h-1 obtained from the simplified model. Therefore, 

the simplified model can be considered to be a close approximation of the rigorous 

model. 

The network with these three treatment modules (with given removal ratios) can 

at best reduce the contaminant concentration in the aqueous discharge stream to 0.00096        

mol m-3.  For a lower contaminant discharge limit, at least four membrane modules would 

be required. In the next case, we consider the case with four treatment modules to check 

if any cost advantages are obtained in using four modules instead of three for treating the 

given effluent stream.  

Case c. In the final test case, we optimize a groundwater remediation network consisting 

of four treatment unit modules. Figures 1 and 2 show the network superstructures for the 

aqueous phase and the emulsion phase, respectively, for this example. The simplified 

NLP model (P2) corresponding to this example system involves 133 variables and 110 

constraints. On directly using BARON to solve the problem it was found that the solver 

could not prove global optimality of the solution it found in more than 10 hours. 

Applying the proposed algorithm to solve the problem, we first obtain a rigorous lower 

bound on the global optimum using the decomposition technique described in section 

4.1.1. Here, we solve the subproblems (SP1) and (SP2) to global optimality with 2 % 

tolerance for the gap between the lower bounds and the global optimum. From the 
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solution of each of these subproblems, we take the tightest valid lower bounds on the 

global optima of these subproblems and add them to get a rigorous lower bound of 

6.48m3h-1 on the global optimum of model (P2) for this example. Further, an upper bound 

of 6.64 m3h-1 is obtained by locally optimizing model (P2) with CONOPT 3.0. The 

relaxation gap between this upper bound and the lower bound found earlier, is less than 

2.5 % of the upper bound and so this solution is globally optimal within a tolerance of 

2.5%. As in the previous case, no further branching was carried out. The proposed 

algorithm takes a total time of 611.07 CPUsecs to solve, which is drastically less than the 

time taken by BARON to optimize model (P2). 

 Figures 16 and 17 show the globally optimal network configurations for the 

aqueous phase and the emulsion phase, respectively. The flowrates and the contaminant 

concentrations of the streams in the system are also shown in these figures. 
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Figure 16. Case c: Globally optimal network structure for the aqueous solution  

using simplified model. 
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Figure 17. Case c: Globally optimal solution for the emulsion phase  

using simplified model. 

 

 We now use the solution of the simplified model (P2) as a starting point to solve 

the rigorous model (P1) which involves 517 variables and 498 constraints. On locally 

optimizing model (P1) corresponding to this example using CONOPT 3.0, it takes 0.046 

CPUsecs to solve the problem and an objective function value of 624 is obtained. Figures 

18 and 19 show the optimal configurations for the aqueous and the emulsion phases, 

respectively. 
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Figure 18. Case c: Optimal network structure for the aqueous stream obtained by solving 

the rigorous model. 
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Figure 19. Case c: Optimal solution for the emulsion phase network obtained by solving 

the rigorous model. 

 

It should be noted here that the flowrates of the emulsion phase are small due to 

the high concentration of chromium required in the stripping phase at the outlet of the 

decanting tank .  
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It can be inferred from the above results that at least three membrane modules are 

required for treating the given polluted groundwater stream to the required levels. We 

may be able to use only two treatment modules if the contaminant recoveries are higher 

for the membrane modules.  

From the computational results for all three cases, we can conclude that the cases 

with two and three membrane modules are small enough so that even the rigorous NLP 

model corresponding to these cases can be globally optimized using the commercial 

solver BARON in reasonable time. However, for getting lower discharge concentrations 

we need a higher number of treatment modules ( >= 4 modules). As the problem size 

grows bigger, even getting a good locally optimal solution is not a trivial task and 

requires good starting points which can be obtained by solving a simplified model to 

global optimality. The failure of existing solvers to get a globally optimal solution of the 

simplified model requires the application of the proposed algorithm which makes use of 

the decomposable nature of the models. It is found that the proposed algorithm performs 

better than BARON in these case studies. In this work, when applying the proposed 

algorithm, we stop at the root node and do not continue with further branching since our 

aim is to get a good starting point for the rigorous model. So only steps 1 to 4 in the 

proposed algorithm are carried out when solving the test cases.  
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Conclusions 

We have presented in this paper a superstructure optimization approach for 

designing minimum cost groundwater remediation networks that permit the selective 

separation and recovery of anionic pollutants using membrane based solvent extraction 

technology. Initially, the optimization of the network superstructure is formulated as a 

nonconvex nonlinear programming problem making use of differential and algebraic 

equations. This rigorous NLP model which is highly nonconvex is then simplified using 

some assumptions to get a simplified NLP model. We propose a Lagrangean 

decomposition algorithm to solve this simplified model to global optimality where this 

model is decomposed into two sub-problems which are solved to global optimality and 

their solutions used to obtain a rigorous lower bound on the global optimum of this 

simplified model. Further, an upper bound is obtained by locally optimizing the 

simplified model. The globally optimal solution of the simplified model is used to 

initialize the rigorous NLP problem.  

Numerical results of the application of the proposed algorithm on three cases 

involving different numbers of membrane modules (2, 3 and 4 modules) show that the 

proposed algorithm works better than the commercial solver BARON for medium to 

large-scale problems. The use of the heuristic developed to solve the rigorous NLP model 

provides us with optimal solutions to the design problem, and we find that we can meet 

the concentration specifications in the outlet streams using a remediation network with 3 

treatment modules. 
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Nomenclature 

Sets 

a
inm  Set of aqueous inlet streams into mixer ma  
e
inm  Set of emulsion inlet streams into mixer me  
a
outm  Aqueous outlet stream from mixer ma   

e
outm  Emulsion outlet stream from mixer me

MOD  Set of membrane modules 
aMU  Set of mixers for aqueous stream network 
eMU  Set of mixers for emulsion stream network 

a
ins  Aqueous inlet stream into splitter sa  
e
ins  Emulsion inlet stream into splitter se  
a
outs  Set of aqueous outlet streams from splitter sa   

e
outs  Set of emulsion outlet streams from splitter se

aSU  Set of splitters for aqueous stream network 
eSU  Set of splitters for emulsion stream network 

a
int  Aqueous stream inlet for membrane module t  
e
int  Emulsion stream inlet for membrane module t  
a
outt  Aqueous stream outlet from membrane module t  

e
outt  Emulsion stream outlet from membrane module t 
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Subscripts 

a    Aqueous phase 

g    Stripping phase 

 i,i',k,k'   Stream indices 

o    Organic Phase 

p    Phases in the emulsion stream 

t    Modules 

 

Variables 

tA   Membrane area of the module ‘t’, m2 

vA  Interfacial area of the stripping bubbles divided by the volume of the stripping 

 phase, m2/m3 

i
aC  Solute concentration in the aqueous stream ‘i’, m3 h-1

in
aC  Solute concentration in the effluent stream at the inlet of the aqueous network 

 superstructure, mol m-3       
out
aC  Solute concentration in the aqueous discharge stream at the outlet of the aqueous 

 network superstructure, mol m-3      
t
aC  Bulk concentration of solute in the aqueous phase inside module ‘t’, mol m-3 

*t
aC  Solute equilibrium concentration at the interface of the aqueous phase and the 

 membrane in module ‘t’, mol m-3 

i
aHC  Concentration of hydrogen ions in aqueous stream ‘i’, m3 h-1

t
aHC  Bulk concentration of hydrogen ions in the aqueous phase inside module ‘t’, mol 

 m-3

*t
aHC  Equilibrium concentration of hydrogen ions at the interface of the aqueous phase 

 and membrane in module ‘t’, mol m-3 

*t
FEC  Equilibrium concentration of free extractant at the interface of the aqueous phase 

 and the membrane in module  ‘t’, mol m-3
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ingC  Solute concentration in the contaminant lean stripping stream inlet into the 

 emulsion tank, mol m-3 

outgC  Solute concentration in the contaminant rich stripping stream at the outlet of the 

 decanting tank, mol m-3

t
gC  Bulk concentration of solute in the stripping phase inside module ‘t’, mol m-3 

t
oC  Bulk concentration of solute in the organic phase inside module ‘t’, mol m-3 

*t
oC  Equilibrium concentration of solute in the organic phase at the membrane 

 interface in module ‘t’, mol m-3 

i
pC  Solute concentration in the phase ‘p’ in stream ‘i’, m3 h-1

inr
pC  Solute concentration in the phase ‘p’ in the inlet stream ‘rin’ to the emulsion 

 regeneration section, mol m-3  
outr

pC  Solute concentration in the phase ‘p’ in the outlet stream ‘rout’ from the emulsion 

 regeneration section, mol m-3 

i
aF  Flowrate of the aqueous stream ‘i’, m3 h-1

i
pF  Flowrate of the phase ‘p’ in the emulsion stream ‘i’, m3h-1

ingF      Flowrate of the contaminant lean stripping stream inlet to the emulsion tank, m3h-1

outgF  Flowrate of the stripping stream at the outlet of the decanting tank, m3 h-1

t
aF  Flowrate of the aqueous phase inside module ‘t’, m3 h-1 

t
pF  Flowrate of the phase ‘p’ inside module ‘t’, m3 h-1

inr
pF  Flowrate of the phase ‘p’ in the inlet stream ‘rin’ to the emulsion regeneration 

 section, m3 h-1

outr
pF  Flowrate of the phase ‘p’ at the outlet stream ‘rout’ from the emulsion regeneration 

 section, m3 h-1

t
aJ  Mass transfer flux in the aqueous phase stagnant layer inside module ‘t’, mol m-2    

            h-1
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t
pJ  Mass transfer flux in phase ‘p’ inside module ‘t’, mol m-2 h-1              

tL  Length of fiber in module ‘t’, m 

t,gV  Volume of stripping solution inside module ‘t’, m3 

zΔ         Infinitesimally small distance along the axial dimension of the module, m 

 

Parameters 

K  Scaling factor 

eqK  Equilibrium parameter of the extraction reaction, mol-2 m6

LK   Mass transfer coefficient for solute transfer through the aqueous phase stagnant 

 layer, m h-1

LHK   Mass transfer coefficient for transport of hydrogen ions through the aqueous 

 phase stagnant layer, m h-1

MK   Membrane mass transport coefficient, m h-1

OK  Solute mass transport coefficient in the organic phase stagnant layer, m h-1 

N        Number of divisions of the axial dimension of a membrane 

aβ  Solute transfer coefficient for transfer of solute from the aqueous to the organic 

 phase 

gβ  Solute transfer coefficient for the transfer of solute from the organic to the 

 stripping phase 

λ  Lagrange multipliers 
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