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Abstract
The optimal design of pipeline networks has inspired process systems engineers and 
operations research practitioners since the earliest times of mathematical program-
ming. The nonlinear equations governing pressure drops, energy consumption and 
capital investments have motivated nonlinear programming (NLP) approaches and 
solution techniques, as well as mixed-integer nonlinear programming (MINLP) for-
mulations and decomposition strategies. In this overview paper, we present a sys-
tematic description of the mathematical models proposed in recent years for the 
optimal design of pipeline networks in the energy industry. We provide a general 
framework to address these problems based on both the topology of the network to 
build, and the physical properties of the fluids to transport. We illustrate the compu-
tational challenges through several examples from industry collaboration projects, 
published in recent papers from our research group.

Keywords  Pipeline · Network · Energy · Supply chain · Design · Optimization · 
MINLP
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I,J,K,L	� Nodes in the network
S	� Fluid states
T	� Time periods

Parameters
ect	� Unit energy cost during period t
g	� Gravity constant
glr	� Gas-to-liquid ratio in multiphase flows
ki,j	� Constant of the Hazen-William correlation for a pipeline con-

necting i and j
li,j	� Length of the pipeline connecting i and j
lt	� Lead-time for pipeline construction
r	� Discount rate for cashflows
sg, sl	� Specific gravity of the gas/liquid
sL	� Head loss per unit length for water pipeline design purposes
Po, To	� Pressure and temperature at standard conditions
tc

i,j,d
	� Transportation capacity of a pipeline with diameter d connect-

ing i and j
vmaxLP/GP	� Maximum linear velocities admitted for liquid and gas phases
z	� Gas compressibility factor
�, �	� Parameters of economy-of-scale functions
�	� Constant of the Weymouth correlation for gas flows
�i,j,d	� Numerical value of the diameter d for a pipeline connecting i 

and j
Δsp Max

i,j
	� Maximum difference of square pressures allowed between 

nodes i and j
Δt	� Length of a time period
Δzi,j	� Elevation difference between nodes i and j
�	� Roughness of the internal wall of the pipeline
ζ	� SPE constant for multiphase pipeline sizing
�	� Pump yield
�	� Temperature of the fluid
�	� Kinematic viscosity of the fluid
�c	� Relative contribution of component c to the calculation of the 

pressure drop
�, �avg	� Density/average density of the multiphase flow
�c,j	� Fraction of component c removed from the flow stream at node 

j
�s,s′,i	� Yield of s’ per unit of s processed in node i
�	� Exponent of the Hazen-Williams correlation

Non‑negative variables
Capex

(

di,J,t

)

	� Capital expenditures on a pipeline with diameter d connecting i 
and j built in period t

di,J,t	� Diameter of a pipeline connecting i and j built in period t
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dli,J,t	� = d2
i,j,t

for liquid pipelines

dgi,J,t	� = d2.667
i,j,t

for gas pipelines
Dc,K,t	� Demand of component c at node k during period t
Ds,I,t	� Demand of fluid in state s at node i during period t
Cs,I,t	� Amount of fluid in state s processed at node i during period t
f 	� Friction factor
Fc,I,j,t	� Amount of component c flowing from i to j during period t
Fs,I,i′,t	� Amount of fluid in state s flowing from i to i’ during period t
hL	� Head loss due to friction
Is,I,t	� Inventory level of s at node i at the end of period t
NPC	� Total net present cost
Opex

(

Fc,I,j,t

)

	� Operating expenditures of a pipeline carrying F units of c from 
i to j during period t

Pi,T	� Pressure at node i during period t
P

sq

j,T
	� P2

i,t
for gas and multiphase pipelines

PWL	� Pump power required to compensate head loss due to friction
Qc,I,t	� Production of component c at node i during period t
Qs,I,t	� Production of fluid in state s at node i during period t
Rs,I,t	� Amount of fluid converted into state s at node i during period t
Re	� Reynolds number
TC

(

d, Pi,t, Pj,t

)

i,j,�
	� Transportation capacity of a pipeline with diameter d connect-

ing i and j built in period τ, according to inlet and outlet 
pressures in period t

TC
oil/gas/water

i,J,t
	� Transportation capacity of oil/gas/water through pipeline i–j 

built in period t
U	� Mean linear velocity of the flow
Xc,J,t	� Concentration of c in the flows leaving node j during period t
XLM	� Lockhart-Martinelli parameter for multiphase flows
ΔP

sq

i,J,t
	� Difference of square pressures at nodes i and j during period t

ΔPg, ΔPl	� Pressure drops for gas and liquid phases in multiphase flows

Binary variables
ui,J,t	�  = 1 if the flow direction is from i to j during period t
x

i,J,d,t
	� = 1 if a pipeline with diameter d is built between i and j in 

period t

1  Introduction

The energy industry is currently facing difficult challenges due to increasing com-
petitiveness and narrow profit margins. Besides that, and perhaps more importantly, 
the need to adopt cleaner sources that reduce the impact of carbon emissions and 
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freshwater consumption are also unavoidable. In this context, one of the relevant 
problems that have received increasing attention is the optimal design and manage-
ment of pipeline networks. Pipeline network design aims to optimally determine the 
connections (or links) between a set of nodes, the location of junction points and 
the diameters of the pipelines (Bhaskaran and Salzborn 1979), while network man-
agement is geared towards the operational planning of pipes and facilities to meet 
demands under customer specifications and contractual rules (Selot et al. 2008).

Pipelines have been widely used in the fossil energy industry since 1862. Mod-
ern oil and gas (O&G) supply chains comprise extensive networks of pipelines that 
may carry oil, oil refined products, natural gas, natural gas liquids (NGL), liquefied 
natural gas (LNG) and methanol, among other energy carriers. In addition, the O&G 
industry has recently addressed the design of pipeline networks carrying other fluids 
in large scales for the production of energy. There are two particular problems of 
current importance in the O&G sector: the supply of freshwater plus the gathering, 
processing and recycle of produced water to/from unconventional wells for hydraulic 
stimulation (Cafaro and Grossmann 2020); and the capture, storage, distribution and 
use of carbon dioxide, mainly to enhance oil recovery from mature fields (Presser 
et al. 2022). Moreover, the energy industry is looking for cleaner energy carriers that 
yield lower impacts to the environment but still have a high energy density. That is 
the case of hydrogen (in liquid or gas state), and related chemicals like ammonia (an 
easy-handling option in the hydrogen supply chain).

Given the benefits of pipelines as transportation means from economic, environ-
mental and reliability standpoints (Cafaro and Cerdá 2012), designing efficient net-
works of pipelines to aid the sustainable production and supply of energy products 
is a relevant problem. The main reason why pipeline design decisions are so critical 
is that they usually imply very large investment costs (in the order of millions of 
dollars per kilometer of length), and there are substantial benefits from the econo-
mies of scale. Thus, sizing pipelines and managing operations in a way that these 
networks are efficiently utilized is the key to the economic success of many energy 
projects.

According to Mah and Shacham (1978), a pipeline network is a collection of ele-
ments such as pipes, compressors, pumps, valves, regulators, heaters, tanks, and res-
ervoirs interconnected in a specific way. In their early review on the optimal design 
of pipeline networks, they distinguish among two parts of the problem that govern 
the network performance. They can be synthesized as topological and fluid dynam-
ics considerations. The first characteristic refers to the way to connect the elements, 
while the second is determined by physical laws. From the mathematical program-
ming perspective, the optimal topology of a pipeline network can be addressed by 
means of integer programming models, in which the main decisions are represented 
by 0–1 variables accounting for the installation of a pipeline segment between a pair 
of the nodes. Pipeline interconnections are usually selected from a superstructure 
of alternatives (Montagna et  al. 2021). Material flows (continuous variables) and 
balances (linear constraints) are also included in this part of the problem, leading 
to mixed-integer linear programming (MILP) formulations. These can be viewed 
as particular cases of the network flow problem, closely related to electrical circuit 
design and analysis.
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Besides the combinatorial complexity of the topological problem, the need to 
simultaneously size the pipelines with the selection of the optimal diameter for every 
connection makes it even more difficult. Fluid dynamics laws are highly nonlinear, 
both for liquid and gas streams, yielding complex relations between mass flowrates 
and pressure losses, according to the pipeline length and diameter. As a result, and 
generally speaking, the optimal design and operation of pipeline networks leads to 
mixed-integer nonlinear programming (MINLP) formulations that are computation-
ally challenging to solve. That is why as suggested by Mah and Shacham in (1978), 
not all the questions raised in the pipeline network design and synthesis can be com-
pletely and satisfactorily answered. However, great progress has been made in the 
last decade as it is shown in this contribution.

The aim of this paper is to summarize recent contributions and provide a gen-
eralized, systematic framework to address pipeline network design problems for the 
energy industry using mathematical programming. Most of the models described 
in this work are the results of recent collaboration projects jointly developed at the 
Center for Advanced Process Decision-Making (CAPD) of the Carnegie Mellon Uni-
versity (Pittsburgh, PA, USA) and the INTEC (University of Litoral and CONICET, 
Santa Fe, Argentina). The projects have been particularly focused in the optimal 
design and operation of pipeline networks, in close association with industry partners.

2 � General formulations for pipeline network design

Designing a network of pipelines to transport gas and liquids in the energy industry 
generally comprises three main decisions: (a) how to connect the nodes (pipeline 
layout), (b) what is the pipeline diameter required for each segment, and (c) what are 
the flows moving along each pipeline segment during the time horizon. Moreover, as 
highlighted by Saldanha-da-Gama (2018), the location of structures in a real-world 
network may require including time as an extra dimension in the decision making 
process. Indeed, for planning purposes, the time domain is typically discretized in 
days, weeks, months or quarters. The geographical location of producing sources, 
potential intermediate nodes and demand sites are usually given, from which the 
length of each possible connection is known beforehand. However, building a pipe-
line to connect each pair of nodes is a decision to be determined. Depending on the 
number of segments along which the fluids move to reach the destination nodes, one 
may distinguish between two different types of formulations to optimize the pipe-
line network design: (1) mathematical models with a fixed number of steps or “ech-
elons”, and (2) formulations with an undetermined number of echelons.

2.1 � Formulations with a fixed number of echelons

These formulations assume that there is a set of nodes i (producers) that need to be 
connected to one or several second level nodes j (junctions), which in turn need to 
be connected to one or many third level nodes (e.g., processing nodes), until reach-
ing the demand nodes. A simple example for gathering and processing shale gas 

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194



UNCORRECTED PROOF

Journal : SmallExtended 11750 Article No : 635 Pages : 30 MS Code : 635 Dispatch : 13-6-2022

	 D. C. Cafaro et al.

1 3

is presented in Fig. 1. While the left side of Fig. 1 shows all possible connections 
between the nodes in the network, the right side shows a feasible solution for this 
illustrative problem. It is interesting to note that the product state evolves with each 
stage. In the example of Fig. 1, the raw gas produced in nodes i is dehydrated and 
compressed in junction nodes j, separated in processing nodes p, and the compo-
nents (natural gas, ethane and LPG) are finally consumed at demand nodes k and l.

There are basically two blocks of equations in this formulation, namely mass 
balances and pipeline sizing constraints. Mass balances are imposed at every inter-
mediate node (generically denoted by j) and they state that the summation of all 
inlet flows (coming from nodes of type i) equals the overall outlet flows (connect-
ing to nodes k). That is represented by Eq. (1), in which we assume, for simplicity, 
that storing material in the intermediate nodes is not an option. In the most general 
case, the streams comprise an overall flow (e.g., natural gas) that is a mixture of 
individual components (e.g., methane, ethane, propane, etc.). The set C accounts for 
every single component, also including the element co ∈ C that represents the overall 
stream. The parameter �c,j is usually used when the node j is a processing facility 
where components in the flow are separated from the mainstream. For instance, in 
a gas dehydrating unit located at j, 𝜑co,j < 1 since a component in the overall flow 
(water) is removed from the stream.

If the node j is a splitting node, i.e., fractions of the incoming flow are directed to 
two or more destinations, extra considerations should be made to manage the mix-
ture of components. To ensure a homogeneous distribution of the component flows 
that mix at node j, the bilinear Eq. (2) is included in the formulation.

Variable Xc,j,t is the concentration of c per unit volume of fluid pooled at node j 
during time period t. Since the index co accounts for the overall stream (i.e., includ-
ing all components), the right-hand side of Eq. (2) yields the flowrate of the individ-
ual component c from j to k during period t. Hellemo and Tomasgard (2015) present 
a generalized MINLP formulation for the pooling problem, where flows of different 

(1)�c,j

∑

i

Fc,i,j,t =
∑

k

Fc,j,k,t ∀j ∈ J, c ∈ C, t ∈ T .

(2)Fc,j,k,t = Xc,j,tFco,j,k,t ∀j ∈ J, k ∈ K, c ∈ C −
{

co

}

, t ∈ T .

Fig. 1   Simplified superstructure of alternatives (left) and a possible network design in the shale gas sup-
ply chain (right), assuming a predefined number of echelons. Pressures are given in 106 Pascal (MPa)
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components, subproducts and products are allocated to intermediates points in a 
pipeline network before being delivered to terminal points under specific quality 
constraints. Note that Eq. (2) leads to a nonconvex optimization problem that makes 
it difficult to search for the global optimal solution. This equation is usually avoided 
when: (a) the fluid being transported is not a mixture of components, (b) there is no 
need to track individual components but simply the overall flow, or (c) all the flows 
gathered at j need to converge to a single node k (no splitting assumption).

The second block of constraints deals with the pipeline sizing and installation. 
In general terms, if the model selects the link i–j at period t, that pipeline segment 
must be available by that time. Moreover, the magnitude of the flow should be 
less or equal to the pipeline transportation capacity between nodes i and j, as 
imposed by constraint (3). Note that this transportation capacity is a function of 
the pipeline diameter d, the fluid state and the pressures at the inlet and outlet 
extremes of the segment ( Pi,t, Pj,t ). The way to calculate the transportation capac-
ity of a pipeline installed in period τ, namely TC

(

d, Pi,t, Pi′,t

)

s,i,i′,�
 , is addressed in 

detail in upcoming sections.

The value of the parameter �c is a modeler’s choice, based on the procedure 
followed to calculate the transportation capacity. For instance, in most natural gas 
gathering networks,�co

= 1 and �c = 0 for all c ≠ co , meaning that the transporta-
tion capacity simply restricts the overall flow. Instead, in oil gathering networks, 
�oil = 1 while �gas = �water = 0 , meaning that the transportation capacity is given 
in terms of the oil flowrate (Montagna et al. 2021), even though the flow is also 
comprised by water and gas phases. We note that the latter assumption relies on 
the condition of constant flow compositions. In Eq. (3) lt is the lead time to build 
the pipeline segment, given as an integer number of time periods.

Finally, production and demand constraints are imposed at the sources i and 
destination nodes k, respectively, as expressed through Eqs. (4) and (5). Depend-
ing on the problem goal, only one of these constraints is usually binding at the 
optimum. Furthermore, in problems in which the network design is integrated to 
the development planning, the production rate Q and/or the demand rate D are 
decision variables to be optimized. Since this work is focused on the design of 
pipeline networks, we refer the reader to the contributions by Cafaro and Gross-
mann (2014a) and Cafaro and Grosssmann (2020) for further details on how to 
model the planning of tasks like drilling, stimulation, completion and production, 
from which demand and/or production rates are obtained.

(3)
∑

c

�cFc,i,j,t ≤
∑

�≤t−lt

TC
(

d, Pi,t, Pj,t

)

i,j,�
∀i ∈ I, j ∈ J, c ∈ C, t ∈ T .

(4)
∑

j

Fc,i,j,t = Qc,i,t ∀i ∈ I, c ∈ C, t ∈ T ,

(5)
∑

j

Fc,j,k,t = Dc,k,t ∀k ∈ K, c ∈ C, t ∈ T .
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If the formulation is strictly concerned with the pipeline network design, 
the objective function usually comprises capital and operating costs. These are 
brought to the present time to obtain the minimum net present cost. A general 
form of that function is given by Eq.  (6), where r is the discount rate. Pipeline 
capital costs (Capex) are usually dependent on the diameter di,j,t being selected 
to connect nodes i and j (built in period t) while operating costs (Opex) can be 
calculated from the material flows Fc,i,j,t carried at every single period. Note that 
Capex and Opex are non-negative variables defined by model decisions.

The way to calculate variables Capex and Opex also depends on the nature of 
the problem. In Sect. 3, we present alternative formulations for different fluids (liq-
uid, gas, multiphase), under different assumptions (discrete or continuous values for 
pipeline diameters, known or unknown pressures at inlet and outlet sections, etc.). 
A general MINLP formulation for pipeline network design, given a fixed number 
of echelons to connect production with consumption nodes, will seek to minimize 
function (6) subject to constraints (1) to (5).

2.2 � Formulations with an undetermined number of echelons

These formulations can be regarded as generalizations of the previous approaches. 
In this case we assume that there is a set of nodes i (either sources, intermediate and/
or demand nodes) that need to be connected to one or more nodes i’ in the same set, 
which in turn need to be connected to nodes i’’, until reaching the final destination 
nodes (see Fig. 2). In any of these nodes, facilities for merging, splitting, storing, 
separating and/or processing flows should be installed to make the product flows be 
ready for delivery or use. One of the major differences with regards to the models 
with a fixed number of echelons is that the flow direction may be reversed in any 
pipeline segment over the time horizon.

Similar to the models with a fixed number of echelons, mass balance equations 
are key constraints of these formulations. Equation (7) states that the overall inven-
tory level at a certain node can be tracked over time by adding flows Fs,i′,i,t coming 
from adjacent nodes i’ ∈ Ai , removing the streams Fs,i,i′′,t derived to other locations 
i’’, subtracting the amounts Ds,i,t and Cs,i,t consumed in the same node i, and adding 
the amounts Rs,i,t and Qs,i,t produced in that node during the same time period t. In 
this case, we model the equations considering material storage, but for simplicity, 
we omit the index c of individual components. Model extensions to track the flow 
composition are straightforward but might require including bilinear constraints, 
as explained in the previous section (for more details, see Cafaro and Grossmann 
2020).

(6)Min NPC =
∑

t

(1 + r)−t

[

∑

i,j

Capex
(

di,j,t

)

+
∑

i,j,c

Opex
(

Fc,i,j,t

)

]

.

(7)

Is,i,t = Is,i,t−1 +
∑

i�∈Ai

Fs,i�,i,t −
∑

i��∈Ai

Fs,i,i��,t − Ds,i,t − Cs,i,t + Qs,i,t + Rs,i,t ∀s ∈ S, i ∈ I, t ∈ T .
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Although the indices for individual components are omitted, Eq. (7) includes 
the additional index s accounting for product states. If a processing facility is 
installed at node i, the consumption of material in state s (e.g., raw gas) may be 
associated with the production of s’ (e.g., dry gas) in the same node, as denoted 
by Eq.  (8), where �i,s,s′ is the yield of s’ per unit of s processed in node i. Fig-
ure 3 conceptually illustrates the links between the different product states (layers 
in Fig. 3) and their corresponding pipeline networks within the proposed model 
structure. Note that layers do not necessarily correspond to different installation 
depths of the pipelines below the ground.

Note that in Eq. (7) there are two terms accounting for the production of mate-
rial in state s, which are represented by the variables Qs,i,t and Rs,i,t . In the first 
case, the additional material flow comes from external sources (e.g., well produc-
tion); while in the second case, it results from processing other states in the same 

(8)Rs�,i,t =
∑

s

�s,s�,iCs,i,t ∀s� ∈ S, i ∈ I, t ∈ T .

Fig. 2   Superstructure of alternatives for the design of water pipeline networks over a shale gas develop-
ment area, with no predefined number of echelons
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node i. In the most general case, external production Qs,i,t could be also dependent 
on the development planning.

Similarly, product consumption may be due to external demand Ds,i,t or due to 
processing (change of state), which is represented by Cs,i,t . In summary, optimiza-
tion models with no determined number of echelons yield “s” different layers of the 
pipeline network, one for each product state. Links between these networks are the 
processing facilities at the nodes, where the state of the products may change (for 
more details, see Montagna et al. 2022).

The second block of constraints accounts for pipeline sizing, imposing an upper 
bound on the flow of product in state s that is directed from i to i’ during period t. 
More details on how to calculate the transportation capacity TC

(

d, Pi,t, Pi′,t

)

s,i,i′,�
 

according to the pipeline diameter, pressures and product state are given in later 
sections.

Although the model, under these constraints, does not strictly avoid bidirectional 
flows during the same time period (i.e., Fs,i,i′,t > 0 while Fs,i′,i,t > 0 ), this is discour-
aged by the operating costs term in the objective function (10) to be minimized. 
More specifically, one will unnecessarily pay for the transportation of the same 
material in both directions, yielding the same results in the mass balances. In par-
ticular cases, however, binary variables are required to explicitly determine the flow 
directions. This is also described in further sections.

(9)Fs,i,i�,t ≤
∑

�≤t−lt

TC
(

d, Pi,t, Pi�,t

)

s,i,i�,�
∀i ∈ I, i� ∈ Ai, s ∈ C, t ∈ T .

(10)Min NPC =
∑

t

(1 + r)−t

[

∑

i<i�

Capex
(

di,i�,t

)

+
∑

i,i�,s

Opex
(

Fs,i,i�,t

)

]

.

Fig. 3   Conceptual Illustrative example of a natural gas gathering network presenting one layer for each 
state (raw gas, low pressure dry gas, high pressure pipeline-quality gas) and its corresponding pipeline 
network
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Finally, the general MINLP formulation for pipeline network design with no pre-
defined number of echelons seeks to minimize function (10) subject to constraints 
(6)–(9).

3 � Calculations of the maximum admissible flows, capital 
and operating costs

From the previous formulations, questions that still remain open are the follow-
ing: (1) how to estimate the transportation capacity of the pipelines according to 
diameters and pressures, and (2) how to calculate capital and operating costs. In this 
section, we describe mathematical models to address these terms, distinguishing 
between liquid pipelines, gas pipelines, and multiphase (liquid + gas) pipelines.

3.1 � Liquid pipeline networks

One of the most widely studied problems involving liquid pipelines is the optimiza-
tion of water distribution networks where water demand rates at different nodes are 
given parameters (Caballero and Ravagnani 2019). However, there are problems for 
which water is a dependent demand item because its requirement is driven by the 
operations plan, which is a model decision (e.g., the demand of water at different 
wells for hydraulic stimulation depends on the development plan). That is why, in 
the most general case, the demand and/or production of water, oil, NGL (natural gas 
liquids), LNG (liquefied natural gas), methanol, liquid hydrogen, ammonia, or any 
other substance in liquid state, may also be model variables (Cafaro and Grossmann 
2020). Their values depend on the operations plan to be determined by the model, 
while the pipeline network should be optimally sized together with that plan. Fol-
lowing industry practices, the pipeline diameter to select usually belongs to a set of 
available commercial diameters with specific costs per unit length (Bragalli et  al. 
2012; Araya et al. 2018), but there are works that relax the latter assumption (Cafaro 
and Grossmann 2014a).

Another common assumption in the design of liquid pipeline networks is the sim-
plification of hydraulic and pressure calculations. Although they are relevant vari-
ables in daily operations, from the standpoint of a process designer they might be 
simplified. This is based on the incompressibility assumption for liquid flows at rela-
tively low pressures, and on the cost of centrifuge pumps, which is generally low in 
comparison to the pipelines layout.

According to Cafaro and Grossmann (2020), liquid pipeline designers usually 
allow a maximum head loss per unit of length (sL = hL/L), thus leading to a maxi-
mum flow rate for every link i–j that increases with the pipeline diameter (di,j). In 
the following sections we present the details of this relationship for two particular 
cases of the energy industry: (1) the design of oil, NGL, and multiproduct pipelines, 
and (2) water pipeline networks for the development of unconventional resources.
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3.1.1 � Oil and refined product pipeline networks

When sizing liquid phase pipelines, petroleum engineers seek to avoid corrosion, 
erosion and water hammer effects, among other negative phenomena associated with 
the flow velocity. Based on that, they usually impose a maximum mean velocity 
( vmaxLP ) of around 1.5 m/s (Society of Petroleum Engineers 2006). Equation (11) 
determines the maximum flow for oil and other liquids when linking separation 
facilities (i) with delivery points (j) through a pipeline of diameter di,j,t installed in 
time period t. In other words, in the oil industry the maximum admissible flow is 
usually assumed to be directly proportional to the pipeline cross section.

In the particular case of ethane and other natural gas liquids (NGL), Cafaro and 
Grossmann (2014a) propose an equation to convert from volume to mass units. In 
essence, the fundamentals are the same since the liquid density is assumed to be 
constant regardless of the pipeline pressure.

However, in a more realistic problem representation, pipeline diameters need to 
be selected from a finite set of alternatives, as proposed by Drouven and Grossmann 
(2016). Then, Eq. (11) can be modified to impose a different transportation capac-
ity according to the diameter of the pipeline installed between i and j in time period 
t. That is represented by Eq. (12), where xi,j,d,t is a 0–1 variable that equals 1 if and 
only if a pipeline with diameter δd is installed between i and j at period t.

Assigning binary variables to identify individual alternatives for the pipelines, 
pumps, compressors and any other element in the network is a way of circumventing 
the difficulty posed by economies of scale and nonconvex cost functions. The fact 
that purely nonlinear programming models may not represent the pipeline network 
design adequately leads to the underlying MINLP model that is usually associated 
with these problems (Duran and Grossmann 1986). From now on, the equations to 
be presented assume that the pipeline diameter is a continuous decision variable, but 
adaptations to the discrete case (as in Eq. 12) are straightforward.

Regarding the calculation of capital expenditures, Cafaro and Grossmann (2014a) 
propose an economy of scale function with the pipeline diameter, which in their 
model is indeed a continuous decision variable, as presented in Eq. (13). Note that 
Capex is a non-negative variable determined by the pipeline diameter that is selected 
by the model.

In their MINLP formulation, they substitute d2
i,j,t

 by dl
i,j,t

 in Eq. (11) to keep a lin-
ear form in all model constraints, while Eq.  (13) is replaced by (13a) and directly 
introduced in the objective function.

(11)TCoil
i,j,t

= vmaxLP ⋅
π

4
⋅ d2

i,j,t
∀i ∈ I, j ∈ J, t ∈ T .

(12)

TCoil
i,j,t

=
∑

d

tc
i,j,d

⋅ x
i,j,d,t

=
∑

d

vmaxLP ⋅
π

4
⋅ �2

i,j,d
⋅ x

i,j,d,t
∀i ∈ I, j ∈ J, t ∈ T .

(13)Capex
(

di,j,t

)

= �li,jd
β

i,j,t
∀i ∈ I, j ∈ J.
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Note that � and β are given parameters, with 0 < 𝛽 < 1 , leading to a concave cost 
function. li,j is the length of the pipeline segment connecting i and j, which is given, 
since the location of the nodes is known beforehand. Pump investment and installa-
tion costs are usually included in this function.

Finally, guidelines on how to calculate the operating costs (Opex) in every pipe-
line segment for a given pipeline diameter d can be found in Cafaro et al. (2015). 
The authors address the pumping cost for multiproduct liquid pipelines as a func-
tion of the flowrate. Their model assumes that batches move into the pipeline in 
plug flow, and interface or "transmix" volumes are neglected. From the relationship 
between friction losses and pumping rates by means of Darcy’s law (Darcy, 1857) 
and Colebrook-White correlation, a nonlinear equation can be used to calculate the 
power PW that is required to compensate the friction loss according to the pipeline 
diameter and the flowrate at period t. Such a nonlinear equation is then integrated 
into the MINLP model (see “Appendix”).

If the parameter ect represents the unit energy cost during the time period t, and 
Δt is the period length, pumping charges are given by Eq. (14), which also includes 
a linear term accounting for the elevation difference between nodes i and j. Note that 
Δzi,j = −Δzj,i , which implies that the cost of pumping fluids in one direction may be 
different than in the opposite direction, leading to different operating costs. Also, 
note that the latter term (due to gravity) is usually much smaller than the pressure 
drop due to friction in large pipeline networks.

3.1.2 � Water pipeline networks

In the particular case of water pipeline networks, the Hazen–Williams correlation 
presented in constraint (15) is typically used for design purposes. It assumes that the 
maximum admissible flowrate follows a power function with the pipeline diameter.

ki,j is a coefficient that depends on the rugosity of the internal walls of the pipeline 
and the head loss per unit length of pipe ( sL ). Note that, in contrast to oil pipeline 
optimization problems, the unit head loss sL is usually selected a priori, typically 
around 10  Pa/m (Caballero and Ravagnani 2019). The exponent ω is empirically 
determined by Hazen-Williams at the value of 2.6298.

Regarding energy consumption (operating costs), the selection of a fixed sL for 
design purposes yields a simplified, linear formula. This implies that the flowrate is 
set at a value such that the head loss per unit length equals sL . If the pipeline diame-
ter is larger than required ( F

i,j,t
< TCwater

i,j,t
 ) then the pipeline will be idle for some 

time, but the flowrate during active intervals will be fixed at the value mentioned 

(13a)Capex
(

dli,j,t
)

= �li,j dl
β∕2

i,j,t
∀i ∈ I, j ∈ J.

(14)Opex
(

Fi,j,t

)

= ect

[

PWL

(

Fi,j,t, d
)

+ Fi,j,t�gΔzi,j

]

Δt ∀i ∈ I, j ∈ J, t ∈ T .

(15)TCwater
i,j,t

= ki,jd
�

i,j,t
∀i ∈ I, j ∈ J.
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above. Hence, the pumping costs can be calculated from the friction head loss and 
elevation difference between the nodes ( Δzi,j ), as in Eq. (16).

It is interesting to note that by fixing the head loss per unit length sL , the liquid 
transportation cost is a non-negative variable independent of the pipeline diameter 
that grows linearly with the flowrate.

3.2 � Gas pipeline networks

The first MINLP model to address the optimal design of natural gas pipelines was 
proposed by Duran and Grossmann (1986). The authors solve an integrated prob-
lem in which both the configuration and sizing variables must be selected by the 
same model. In their seminal approach, the transportation capacity of a segment i–j 
with diameter di,j,t is assumed to be given by the Weymouth (1912) correlation, as in 
Eq. (17).

where

sg is the gas specific gravity at standard conditions and � is the average gas 
temperature. Note that if the input and output pressures (Pi, Pj) are assumed to be 
known, the gas transportation capacity is a function of the pipeline diameter raised 
to 2.667. In further sections, we present a generalized model where this assumption 
is relaxed.

If the pipeline diameter is assumed to be a continuous variable, one may use an 
economy of scale function like (13) to determine the capital cost of the gas pipe-
line i–j installed at period t. In that case, by substituting di,j,t with the variable 
dgi,j,t = di,j,t

2.667, Eq. (17) is converted into a linear constraint, and the capital cost can 
be approximated by Eq. (19).

Drouven and Grossmann (2016) present an adapted form of Eq. (19) to the case 
in which the pipeline diameters are selected from a finite set of commercial sizes, as 
shown in Eq. (20).

Another interesting note on that work is that a simplified strategy to size gas pipe-
lines is adopted, based on imposing an upper bound to the fluid velocity. The authors 
suggest that as a rule of thumb, operators strive to ensure that the fluid velocity in 

(16)Opex
(

Fi,j,t

)

= ect�g
(

sLli,j + Δzi,j

)

�Fi,j,tΔt ∀i ∈ I, j ∈ J, t ∈ T .

(17)TC
gas

i,j,t
= �−0.5l−0.5

i,j

(

P2
i,t
− P2

j,t

)0.5

d2.667
i,j,t

∀i ∈ I, j ∈ J, t ∈ T ,

(18)� = sg�
[

Po∕
(

0.375 To

)]2
.

(19)Capex
(

dgi,j,t

)

= �li,j dg
β∕2.667

i,j,t
∀i ∈ I, j ∈ J, t ∈ T .

(20)Capex
(

xi,j,d,t

)

=
∑

d

li,j��
�

d
x

i,j,d,t
∀i ∈ I, j ∈ J, t ∈ T .
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gas lines does not exceed 20 m/s to minimize noise emissions and to allow for cor-
rosion inhibition. Thus, a preliminary pipeline sizing is made by relying on that sim-
plified, maximum-velocity specification. However, it is also advisable to use stand-
ard gas flow equations such as the Weymouth or Panhandle correlations to calculate 
the pressure drops along individual pipeline segments after preliminary sizing. If 
these are beyond tolerable specifications, a larger diameter pipeline may be selected.

3.2.1 � Fixing pressures at the nodes for design purposes

In many contributions addressing the optimal design of gas pipeline networks, 
usually based on a fixed number of echelons, reference values for inlet and outlet 
pressures at the segments are given beforehand to simplify the pipeline sizing equa-
tions (Cafaro and Grossmann 2014a; Montagna et  al. 2021). The values in Fig. 4 
are reference pressures proposed by Montagna et al. (2021) for the optimal design 
of unconventional oil and gas gathering networks. The underlying assumption is 
that the pressure at the wellheads is high enough to make oil, gas and water flow 
towards the tank batteries for separation. After the combined flow is separated, the 
gas flow is pressurized at the compressors to supply the delivery points in compli-
ance with the requirements. It is important to note that all intermediate pressures are 
arbitrarily assumed at some reference level for design purposes (see Fig. 4). How-
ever, the actual pressure drops need to be finally determined after the optimization is 
performed, considering the actual flowrates between nodes. Computation of actual 
pressures is usually made by detailed flow simulations (Chuen et al. 2017). In the 
most general case, only wellpads and compressors (inlet/outlet) pressures are given, 
while the others stand for optimization variables that may help to achieve better 
solutions, as explained in the following section.

3.2.2 � Optimizing pressures to improve pipeline utilization

In a more general problem, an additional challenge is to track pressures at the nodes 
of the gas pipeline network over time. As expressed by Eq. (17), the pipeline transpor-
tation capacity for compressible fluids can be modified by handling pressures. If the 
number of segments along which the flow of gas is directed to reach a destination node 
depends on the network design (i.e., the number of echelons is not fixed beforehand) 
one should accurately define the inlet and outlet pressures at every segment for every 
time period. By converting gas pressures into decisions variables to be determined, gas 

Fig. 4   Reference pressures in 106 Pascal (MPa) at different nodes of a network gathering unconventional 
oil and gas (Montagna et al. 2021)
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flowrates and flow directions can be optimally handled along the time horizon to make 
a better use of the pipeline transportation capacity. Needless to say, though, the math-
ematical formulation becomes more complex.

If we raise both sides of the Weymouth correlation presented in Eq. (17), we derive 
a quadratic form as in Eq. (21). In this equation, di,j,t is the diameter of the pipeline con-
necting i to j, already installed at period t.

To simplify the formulation, we introduce the variable Psq

i,t
= P2

i,t
 to account for the 

square pressure at the node i during period t, which is the actual variable to be opti-
mally set by the model. Note that because pipeline flows can be reversed, it is necessary 
to enforce the transportation capacity to be zero when the difference of square pressures 
is negative (the gas flows in the opposite direction). This is imposed by Eqs. (22)–(24), 
where ui,j,t is a binary variable that takes value one if the gas flows from i to j during 
time period t, and zero otherwise.

Δsp Max
i,j

 is the maximum difference of square pressures for the pipeline segment i–j, 
usually given by the difference between the maximum square pressure at the source i 
and the minimum square pressure admitted at the inlet of a junction, compressor or 
processing facility.

Given that the gas flows, by definition, are greater or equal to 0, the maximum 
transportation capacity of a pipeline at a certain time period t can be imposed through 
Eq. (25).

Interestingly enough, if the pipeline diameter is selected from a finite set of alter-
natives, the nonlinear inequality (25) yields a convex quadratic constraint. Then, the 
mathematical formulation for the gas pipeline network optimization results in a mixed-
integer quadratically constrained programming (MIQCP) model with a convex relaxa-
tion. Modern solvers like Gurobi 9.0 (Gurobi Optimization LLC 2021) are able to solve 
moderate size instances of this problem to global optimality in reasonable CPU times 
(Montagna et al. 2022).

(21)
(

TC
gas

i,j,t

)2

= �−1l−1
i,j

d5.334
i,j,t

(

P2
i,t
− P2

j,t

)

∀i ∈ I, j ∈ J, t ∈ T .

(22)ui,j,t + uj,i,t = 1 ∀i ∈ I, j ∈ J, t ∈ T ,

(23)ΔP
sq

i,j,t
≤

(

P
sq

i,t
− P

sq

j,t

)

+ Δsp Max
i,j

(

1 − ui,j,t

)

∀i ∈ I, j ∈ J, t ∈ T ,

(24)ΔP
sq

i,j,t
≤ Δsp Max

i,j
ui,j,t ∀i ∈ I, j ∈ J, t ∈ T .

(25)
(

Fi,j,t

)2
≤ �−1l−1

i,j
d5.334

i,j,t
ΔP

sq

i,j,t
∀i ∈ I, j ∈ J, t ∈ T .
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3.3 � Multiphase pipeline networks

One of the most difficult challenges in the optimal design of pipeline networks is 
when they carry multiphase flows, combining liquid and gas phases. That is the case 
of “flowlines” in the oil and gas industry, which gather the wells production (com-
prising oil, gas and water) to separation facilities. Even though there may be more 
than two phases in the liquid stream (e.g., oil and water, which are immiscible), they 
are usually simplified into a single liquid phase for pipeline sizing purposes (Mon-
tagna et al. 2021). Similarly, for simplicity, in this work we only consider two aggre-
gate phases: liquid and gas.

When designing multiphase pipeline networks, the difficulty to calculate pressure 
drops comes from the diversity of flow patterns. Figure 5 shows the flow patterns 
that are expected according to the velocities of the gas and liquid streams. That is 
why pressure drops are usually calculated from empirical correlations. One of the 
most widely used procedures is due to Lockhart and Martinelli (1949), while the 
Society of Petroleum Engineers (2006) suggests simplified guidelines for multiphase 
pipeline sizing that are particularly useful for shorter pipeline segments. Both proce-
dures are detailed in the following section and in the “Appendix”.

3.3.1 � Multiphase pressure drop prediction and pipeline sizing guidelines

The Lockhart–Martinelli procedure (LM) is a widely used method to compute pres-
sure drops on multiphase (liquid and gas) pipelines based on empirical correlations 
(Lockhart and Martinelli, 1949). The approach aims to obtain the overall pressure 
drop in a straight pipeline segment from the expected pressure drops of the indi-
vidual phases, i.e., as if they were flowing alone. To achieve this, the method com-
putes an intermediate parameter (XLM) as the square root of the ratio between iso-
lated pressure drops, which is subsequently entered on a particular function (Wilkes 
2005). This function fits empirical data according to the flow regime of the mul-
tiphase fluid composition, yielding the coefficient YG. Finally, the coefficient YG is 
multiplied by the gas pressure drop to obtain the overall, multiphase pressure drop. 

Fig. 5   Two-phase flow patterns and Lockhart–Martinelli correlation diagram to calculate the pressure 
drops in liquid–gas pipelines
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Figure 5 shows the correlation diagram that relates the LM parameter (XLM) with the 
coefficient YG under turbulent flow regime. For more details, we refer the reader to 
the “Appendix”.

On the other hand, the Society of Petroleum Engineers (2006) provides guide-
lines for the sizing of multiphase pipelines based on admissible flow velocities to 
prevent erosion, corrosion, noise and water hammer effects. The method imposes an 
upper bound to the liquid flow rate depending on the pipeline diameter and the gas 
to liquid ratio, among other physical properties. More details on the SPE guidelines 
are also given in the “Appendix”.

4 � Solution strategies

The nonlinear equations governing pressure drops, energy consumption and capi-
tal investments like the ones presented in this paper have motivated purely nonlin-
ear (NLP) approaches and solution techniques, as reviewed by Mah and Shacham 
(1978). Several years later, the design of gas pipeline networks inspired one of the 
most valuable contributions to the solution of MINLP problems, namely the outer-
approximation algorithm (Duran and Grossmann 1986). The inclusion of binary 
variables permitted to circumvent the difficulties posed by economies of scale, usu-
ally represented by concave cost functions. Such concave cost functions, particularly 
challenging when sizing pipelines, inspired the development of alternative functions 
to avoid unbounded gradients in the NLP relaxation (Cafaro and Grossmann 2014b). 
The latter idea was implemented in the seminal work on the optimal design of shale 
gas supply chains (Cafaro and Grossmann 2014a), where a Branch-Refine-Optimize 
(BRO) algorithm allowed to address large-scale instances of the problem.

In a more recent contribution, Cafaro and Grossmann (2020) present an itera-
tive algorithm searching for better integer solutions in shorter computational times. 
The procedure implies separating the operations planning from the network design 
problem to obtain a first approximation to the optimum. If the production planning 
is prioritized, the required pipeline networks are rather expensive, with oversized 
capacities. Based on that fact, an interesting way to improve the solution in a second 
step is to solve the integrated problem but just considering the subset of connections 
suggested by the original, myopic strategy. Although this subset is relatively large 
when compared with the optimal design, it excludes many of the connections in the 
superstructure of alternatives, thus reducing the model size.

Following a similar strategy, Montagna et al. (2021) develop a bi-level decom-
position procedure that comprises a series of approximations derived from the over-
all MINLP model to design pipeline networks with multiphase flows. If solved in 
a specified sequence, the approximations are able to find efficient solutions to the 
original problem in modest computational times. The strategy consists in defining 
NLP formulations comprising all the fluid dynamic equations to estimate the trans-
portation capacity of the pipelines, and an MILP formulation for the network design. 
For any potential multiphase pipeline in the network, an NLP model is solved whose 
objective is to maximize the admissible flowrate. Such NLP formulations can be 
regarded as systems of nonlinear equations that can be solved separately, before the 
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network design optimization. Due to their small size, hundreds of these NLP prob-
lems can be solved to optimality in few minutes. After that, the MILP approxima-
tion relies on the results of the NLP subproblems, taking the resulting transportation 
capacities as inputs of the pipeline design problem.

5 � Illustrative examples

In this section, we illustrate the solutions obtained with the formulations described 
in this work by means of representative case studies. Case study 1, originally pre-
sented by Cafaro and Grossmann (2014a), involves the optimal design of a supply 
chain network over a shale gas exploitation area, covering more than 10,000 km2. 
Several potential sites for well drilling are considered, assuming different productiv-
ity profiles and hydrocarbon composition throughout the region. A network struc-
ture with a fixed number of echelons is developed. Case study 2 provides powerful 
insights on the design of water distribution networks, and confirms the importance 
of coupling facility sizing decisions with those related to production planning. In 
contrast to the Case study 1, the network design problem does not impose a fixed 
number of echelons. A large case study involving 52 wells is described aiming to 
illustrate the potential of the mathematical formulation. Finally, Case study 3 pre-
sents the optimal design of the oil gathering network for unconventional production 
from a real-world field. The problem statement integrates several decisions such as 
tank batteries sizing and site selection, pipeline connections and diameters, location 
of junction nodes and multiperiod investments. A pre-processing NLP formulation 
is applied to estimate the maximum pipeline transportation capacity for multiphase 
flows across every possible segment in the superstructure, which is then included in 
the master MILP model.

5.1 � Case study 1: Shale gas pipeline network

The first case study describes the optimal design of a supply chain with a fixed num-
ber of echelons in a real world shale play. In their work, Cafaro and Grossmann 
(2014a) seek not only to define the optimal design of a pipeline network divided 
in three echelons, but also to determine the optimal drilling and fracturing strat-
egy that maximizes the NPV (Net Present Value) of the shale gas project, over a 
40-quarter planning horizon. A base superstructure comprising a total of 29 nodes 
with known location is postulated, including 9 potential sites for developing wells, 
8 potential sites for junction/compression of flows, 3 alternative sites for process-
ing plants setup, 3 methane demanding nodes, 3 ethane demanding nodes, and 3 
freshwater sources (see Fig. 6). All distances between potential nodes, required to 
compute pipeline lengths and water transportation paths for trucks, are measured in 
Euclidean norm.

The model accounts for several types of pipelines to transport three differ-
ent fluids: shale gas, ethane and methane. It also considers the seasonality on 
natural gas prices and freshwater availability, as well as the economies of scale 
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representing the costs of pipelines, processing plants, wells and compressors. On 
the other hand, shale gas productivity at each well is approximated by a discrete-
time decreasing power function of the well age. A variant of the same problem, 
including gas “wetness” variability (i.e., different amounts of ethane and NGL in 
the gas composition) according to the wellpad location is also addressed.

Due to the large size and the computational challenges of the MINLP formula-
tion developed by the authors, a two-level solution strategy is proposed to effi-
ciently tackle the problem. The Branch-Refine-Optimize (BRO) algorithm suc-
cessively refines piecewise-linear underestimations of the concave cost functions. 
Since the original MINLP model seeks to maximize the NPV, such MILP relaxa-
tions are solved to find increasingly tighter upper bounds of the objective func-
tion. Feasible solutions are then obtained by solving a reduced MINLP model 
that omits network structure variables (potential connections) that take value zero 
in the optimal solution of the corresponding MILP approximation. The reduced 
MINLP then seeks to improve the lower bounds of the original model. The 
MILP-MINLP procedure is repeated until the lower bound (from the MINLP) and 
upper bound (from the MILP) are close enough to satisfy an optimization toler-
ance. Using the BRO algorithm, this case study is solved after eight major itera-
tions (using GAMS software and GUROBI 5.5 as the MILP solver, and DICOPT 
24.1, combining GUROBI 5.5 and CONOPT 3.15, as the MINLP solver). After 
13.7 h of computation on an Intel® Core i7 CPU, 2.93 GHz, 12 GB RAM (with 
six parallel threads) the algorithm reports a global optimality gap of 2.5%. The 
first MILP model, with piecewise-linear approximations dividing the domain of 
concave cost functions into two sectors, is rather large, including 51,888 equa-
tions, 47,643 continuous variables and 3490 binary variables. It takes almost 5 h 
of CPU to reach an optimality gap of 0.25% in the same computer. The first MILP 
approximation is usually the one that takes the longest time within the BRO algo-
rithm, since there is no integer-feasible solution to start from.

Fig. 6   Base superstructure of nodes and optimal pipeline network design for Case study 1, presented by 
Cafaro and Grossmann (2014a). Compressors power is given in kilowatts (kW)
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The optimal solution yielded by the MINLP formulation of Cafaro and Gross-
mann (2014a) is presented at the right of Fig. 6. Results suggest that only one shale 
gas processing plant is installed in the network. Moreover, optimal shale gas com-
pression nodes are established at three junction sites. Finally, the processing plant is 
linked to a delivery point to supply methane at the required pressure.

The optimal solution also suggests that economies of scale are critical, leading 
to the installation of facilities and pipelines during the first period of the planning 
horizon, and not expecting any further expansion. Utilization of the processing and 
transportation facilities peak at time period 7, and remain high for many subsequent 
periods, as more wells are conveniently developed to steadily deliver the products. 
Indeed, important conclusions are drawn from this work on how to optimize reser-
voir development strategies in coordination with pipeline network designs. By doing 
so, high utilization levels and stable flows can be obtained over the network..

Finally, sensitivity analyses prove that the proposed design is certainly effi-
cient, showing significant worsening of the objective function when some changes 
are enforced in the network configuration (e.g., adding a second processing plant). 
Furthermore, by extending the model capabilities to consider different gas compo-
sitions for different locations over the field, it is demonstrated that the optimal net-
work design remains the same, providing important hints on the robustness of the 
solution.

5.2 � Case study 2: Water distribution network for shale gas production

This example addresses the optimal planning of drilling, fracturing and completion 
operations together with the optimal design of pipeline networks supplying, process-
ing and recycling water for hydraulic fracturing in unconventional gas plays. This 
is an illustrative case comprising 52 wells to be developed over 12 wellpads, with 2 
potential sources of freshwater (see Fig. 7). The one-year planning horizon is discre-
tized into 52 weekly periods, and there are alternative pipeline diameters and water 
storage tanks to install in the network. The pipeline connections among the nodes do 
not need to follow a predefined number of echelons, and flows in pipeline segments 
(links) may be reversed at different time periods. Due to the combinatorial com-
plexity of the overall problem, Cafaro and Grossmann (2020) propose a two-stage 
decomposition algorithm. The first stage seeks to establish the optimal configuration 
of the water distribution network having obtained, in advance, the well development 
plan that maximizes the benefits from gas production. In other words, the water dis-
tribution network is subordinated to a so-called “myopic” production plan, from 
which one determines the water requirements for each of the wellpads over the time 
horizon. In the second stage, the full optimization model (simultaneously optimizing 
the production strategy and the network design) is solved, limiting the superstruc-
ture of alternatives to the ones suggested by the first stage.

The proposed MILP model for Case study 2 comprises 13,567 constraints, 10,586 
continuous variables and 3251 binary variables. The computational time required 
for the first stage (myopic solution) is around 145 s, while the simultaneous optimi-
zation of well development and water network design and operation, based on the 
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reduced superstructure yielded by the first stage, takes less than 10 min to converge. 
Instead, the full MILP model with all possible connections takes 27 h to close the 
optimality gap to 0.4% on an Intel® Core i7 CPU, 12 GB RAM. The best solution 
found is shown at the right of Fig. 7, and has been obtained using GAMS software 
with CPLEX 12.9 as the MILP solver, running on 4 parallel threads.

Results show that decoupling the operations planning from the pipeline network 
design may lead to very complex configurations, with numerous pipelines and stor-
age facilities to satisfy water demand under myopic, intensive well fracturing plans. 
In addition, several flow reversals are necessary along the time horizon, leading to 
higher storage levels and operating costs. In contrast to myopic solutions, simultane-
ous optimization yields an improvement of 6% in the NPV (from 101.28 to 107.23 
million dollars), mainly due to significant savings in water costs at the expense of a 
less intensive production plan. In fact, a substantial reduction in the water pipeline 
network complexity is observed, shortening the length of the pipelines by 27%, and 
reducing water storage capacities by 50%.

Finally, the robustness of the pipeline network is tested by admitting more flex-
ible field development strategies, where the earliest times to start production in dif-
ferent wellpads are shortened. Despite the significant changes in the development 
plan, the structure of the water distribution network remains unchanged.

5.3 � Case study 3: Shale oil gathering network

Montagna et  al. (2021) address a real-world case study from the O&G industry 
involving the optimal design of pipeline networks to gather unconventional oil pro-
duction. The authors assume that there is a pre-determined development plan from 
which operators predict the flows of oil/gas/water to be produced from each well-
pad during the following 5 years. The planning horizon is divided into 60 monthly 

Fig. 7   Superstructure of alternatives for the water distribution network (left) and the optimal network 
design found by the model proposed by Cafaro and Grossmann (2020) that maximizes the Net Present 
Value of the project (right)
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periods and gas-to-oil, and water-to-oil ratios are assumed to remain constant in 
time and independent of the wellpad location. In addition, every wellpad is specified 
as a potential location for pipeline junction nodes, while potential tank battery loca-
tions are also proposed as possible junction points from where the production can 
be transported to the Centralized Delivery Points (CDP). The base superstructure 
restricts pipeline connections to a total of four echelons: wellpads–junctions, junc-
tions–tank batteries, tank batteries–junctions, and junctions–CDP (see Fig. 8). The 
first two segments carry multiphase flows, while the last two transport single phases, 
namely oil, gas and water in separate pipelines.

To determine the transportation capacity of multiphase pipelines according to 
the length, diameter and flow composition, roughly 2000 NLPs (each involving 21 
variables and 15 constraints) are solved using GAMS/IPOPT 30.3 for every segment 

Fig. 8   Gathering network design obtained by Montagna et al. (2021) using a tailored solution algorithm. 
The number over each wellpad represents the start period of its production, in months
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in the superstructure. As described in Sect.  4, the NLP models are based on the 
Lockhart–Martinelli correlation and SPE guidelines, assuming fixed pressures at 
the intermediate nodes of the network. After solving this pre-processing stage in 
about 15  min, conservative maximum flowrates are imposed for every triplet ori-
gin–destination-diameter, yielding a MILP approximation of the original MINLP 
that involves 2250 discrete variables, 24,600 continuous variables and 29,441 con-
straints after pre-processing. The authors propose an iterative solution algorithm 
aiming to sequentially provide tighter bounds for the number of tank batteries to be 
installed and enhance convergence. Making use of the algorithm and after 10 h of 
computation using the software GAMS/GUROBI 9.0 as the MILP solver, a global 
optimality gap of 5.2% is achieved, and the best solution found is the one depicted in 
Fig. 8. All computations have been carried out on an Intel® Core i7 at 3.9 Ghz CPU, 
with 16 GB RAM, with no parallelization.

The gathering network comprises a total of 6 tank batteries, 17 junction nodes 
spread over the different areas and 3 battery junction points. Different pipeline diam-
eters are selected across the network depending on the number of phases in the flow, 
the transportation distances, and the pressure requirements at the terminal nodes 
(see thickness of arrows in Fig. 8). Note that despite the apparent complexity of the 
network design, with many pipeline crossings, such connections are required to keep 
all the tank batteries with a sufficiently high utilization level, providing substantial 
savings on facility installation costs. For more details on the timing of investments 
along the planning horizon and other features of this solution, the reader is referred 
to the work by Montagna et al. (2021).

Although the solution obtained for this case study may still leave room for 
improvement (the optimality gap is slightly above 5%), it is the first formulation 
published in the literature that shows the great potential to size pipelines and man-
age multiphase flows in the design of pipeline networks. More importantly, it allows 
obtaining near optimal solutions in reasonable times. The authors conclude that the 
simultaneous design of the oil gathering network and the definition of production 
strategies could bring substantial savings to the total investment costs, also stabiliz-
ing resource utilization.

A summary of the model types and dimensions, solution strategies and computa-
tional results for the three case studies is given in Table 1.

6 � Concluding remarks

We have presented a systematic classification of the mathematical models pro-
posed in recent years to the optimal design and operation of pipeline networks in 
the energy industry. To address this problem, the first important question to answer 
is how to connect the elements of the network, selecting the links from a super-
structure of alternatives. We distinguish among two different approaches from the 
topological perspective: networks with a fixed number of echelons, and networks 
where the number of echelons is not determined a priori. The second model struc-
ture is more flexible, making it possible to reverse the flow direction in some of the 
segments/links at different time periods to make a better use of the pipelines. In both 

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

813

814

815

816

817

818

819

820

821

822

823

824

825

826

827

828

829

830

831

832

833

834

835

836

837



UNCORRECTED PROOF

Journal : SmallExtended 11750 Article No : 635 Pages : 30 MS Code : 635 Dispatch : 13-6-2022

1 3

Recent contributions to the optimal design of pipeline networks…

Ta
bl

e 
1  

P
ro

bl
em

 fe
at

ur
es

, m
od

el
 ty

pe
s, 

di
m

en
si

on
s, 

so
lu

tio
n 

str
at

eg
ie

s a
nd

 c
om

pu
ta

tio
na

l r
es

ul
ts

 fo
r t

he
 il

lu
str

at
iv

e 
ca

se
 st

ud
ie

s

C
as

e 
St

ud
y

N
et

w
or

k 
D

es
ig

n 
Pr

ob
le

m

Fl
ui

ds
Su

pe
rs

tru
ct

ur
e 

si
ze

So
lu

tio
n 

St
ra

te
gy

In
st

an
ce

M
od

el
 

Ty
pe

M
od

el
 S

iz
e

So
lv

er
C

PU
 

tim
e

G
lo

ba
l 

op
tim

al
-

ity
 g

ap

H
ar

dw
ar

e

N
od

es
Ec

he
lo

ns
Eq

s
C

on
t. 

Va
rs

In
t

Va
rs

1
Sh

al
e 

ga
s 

su
pp

ly
 

ch
ai

n

Sh
al

e 
ga

s, 
et

ha
ne

, 
m

et
h-

an
e

29
3

B
ra

nc
h-

Re
fin

e-
O

pt
im

iz
e 

(B
RO

) 
A

lg
or

ith
m

Ite
ra

tiv
e:

 
M

IL
P 

+
 M

IN
LP

Fu
ll 

pr
ob

-
le

m
M

IN
LP

45
,6

28
44

,5
13

36
0

BA
RO

N
 1

3
24

 h
N

o So
lu

-
tio

n

In
te

l C
or

e 
i7

 C
PU

 
2.

93
 

G
hz

, 
12

 G
B

 
R

A
M

, 6
 

pa
ra

lle
l 

th
re

ad
s

Pi
ec

e-
w

is
e 

lin
ea

r 
ap

pr
ox

i-
m

at
io

n

M
IL

P
51

,8
88

47
,6

43
3,

49
0

G
U

RO
B

I 
5.

5/
IC

O
PT

 
24

.1
 w

ith
 

G
U

RO
B

I 
5.

5 
an

d 
CO

N
O

PT
 

3.
15

13
.7

 h
2.

50
%

2
W

at
er

 
di

str
i-

bu
tio

n 
ne

t-
w

or
k 

fo
r 

sh
al

e 
ga

s 
pr

o-
du

ct
io

n

W
at

er
14

U
nd

et
er

-
m

in
ed

D
ec

ou
pl

in
g 

D
ev

el
op

m
en

t 
Pl

an
ni

ng
 a

nd
 

N
et

w
or

k 
D

es
ig

n
Ite

ra
tiv

e:
 R

ed
uc

ed
 

M
IL

Ps

Fi
el

d 
D

ev
el

-
op

m
en

t 
St

ra
t-

eg
y,

 
th

en
 

N
et

w
or

k 
de

si
gn

M
IL

P
13

,5
67

10
,5

86
1,

88
9

C
PL

EX
 

12
.9

14
5 

s
0%

In
te

l C
or

e 
i7

 C
PU

 
2.

5 
G

hz
, 

16
 G

B
 

R
A

M
, 4

 
pa

ra
lle

l 
th

re
ad

s

Si
m

ul
ta

-
ne

ou
s 

N
et

w
or

k 
de

si
gn

 
an

d 
fie

ld
 

de
ve

l-
op

m
en

t

M
IL

P
13

,5
67

10
,5

86
3,

25
1

C
PL

EX
 

12
.9

27
 h

0.
40

%



UNCORRECTED PROOF

Journal : SmallExtended 11750 Article No : 635 Pages : 30 MS Code : 635 Dispatch : 13-6-2022

	 D. C. Cafaro et al.

1 3

Ta
bl

e 
1  

(c
on

tin
ue

d)

C
as

e 
St

ud
y

N
et

w
or

k 
D

es
ig

n 
Pr

ob
le

m

Fl
ui

ds
Su

pe
rs

tru
ct

ur
e 

si
ze

So
lu

tio
n 

St
ra

te
gy

In
st

an
ce

M
od

el
 

Ty
pe

M
od

el
 S

iz
e

So
lv

er
C

PU
 

tim
e

G
lo

ba
l 

op
tim

al
-

ity
 g

ap

H
ar

dw
ar

e

N
od

es
Ec

he
lo

ns
Eq

s
C

on
t. 

Va
rs

In
t

Va
rs

3
Sh

al
e 

oi
l 

ga
th

er
-

in
g 

ne
t-

w
or

k

M
ul

-
tip

ha
se

, 
oi

l, 
w

at
er

 
na

tu
ra

l 
ga

s

46
4

D
ec

om
po

si
tio

n 
of

 M
IN

LP
 in

to
 

N
LP

 (m
ax

im
um

 
ad

m
is

si
bl

e 
flo

w
) 

an
d 

M
IL

P 
(n

et
-

w
or

k 
de

si
gn

)
Tw

o-
St

ag
e:

N
LP

 +
 M

IL
P

Fu
ll 

pr
ob

-
le

m
M

IN
LP

59
,4

41
66

,6
00

2,
25

0
BA

RO
N

 2
0

24
 h

N
o So

lu
-

tio
n

In
te

l C
or

e 
i7

 C
PU

 
3.

9 
G

hz
, 

16
 G

B
 

R
A

M
, 

no
 p

ar
al

-
le

l m
od

e

M
ax

im
um

 
ad

m
is

-
si

bl
e 

flo
w

s

N
LP

15
21

–
IP

O
PT

 3
0.

3
 <

 1 
s

0%

Pi
pe

lin
e 

ne
tw

or
k 

de
si

gn

M
IL

P
29

,4
41

24
,6

00
2,

25
0

G
U

RO
B

I 
9.

0
10

 h
5.

20
%



UNCORRECTED PROOF

Journal : SmallExtended 11750 Article No : 635 Pages : 30 MS Code : 635 Dispatch : 13-6-2022

1 3

Recent contributions to the optimal design of pipeline networks…

cases, the location of the existing and potential nodes is given and the topology of 
the network is solved by means of linear integer programming models, in which the 
main decisions are represented by 0–1 variables accounting for the installation of 
a pipeline segment between a pair of nodes. The second question is about the size 
(diameter) of the pipeline to install between the nodes. Sizing pipelines implies the 
use of fluid dynamics equations to predict the pressure drops, which are strongly 
nonlinear and dependent on the fluid state. Moreover, economies of scale functions 
are integrated into these models, yielding mixed-integer nonlinear formulations that 
are computationally challenging.

We have reviewed recent contributions that can be roughly classified accord-
ing to the fluid to transport in three groups: liquid pipeline networks, gas pipeline 
networks, and multiphase pipeline networks. For each of these categories, we have 
presented alternative models and equations to estimate the pipelines transportation 
capacity as well as their capital and operating costs. We have described relevant 
applications of liquid pipeline networks in the energy industry like oil gathering net-
works, oil products transmission pipelines and water distribution networks for well 
stimulation. In turn, we have analyzed recent contributions to the optimal design 
and operation of natural gas pipeline networks, showing that they can be properly 
represented by mixed-integer quadratically constrained programming (MIQCP) for-
mulations, which is a promising feature given the significant advances of the solu-
tion algorithms devised for this particular kind of nonlinear problems in the last few 
years. Finally, we have highlighted current trends in the optimal design and opera-
tion of multiphase pipeline networks, the most complex type of problems that are 
faced, for instance, when sizing the flowlines that carry a mixture of oil, gas and 
water from the wellbores to separation facilities over oil and gas fields.

The optimal design of pipeline networks has inspired process systems engineers 
and operations researchers since the early days of mathematical programming. It 
is not surprising to see that even today it is an active research field that continues 
inspiring new modeling frameworks and solution strategies. The transportation of 
liquid and/or gas hydrogen, ammonia, bioethanol, biogas (or renewable natural gas) 
and any other energy carrier produced from renewable sources represents a new 
frontier, which will certainly benefit from the developments described in this work.

Appendix

Calculation of energy consumption in a pipeline segment

A method to compute pumping cost for multiproduct pipelines as a function of the 
flowrate is presented by Cafaro et  al. (2015), under the assumption of batch flow 
and neglecting “transmix” volumes. The mean velocity (U) in a straight segment is 
given by the ratio between the pump rate and the pipeline section, while the Reyn-
olds number is given by Re = 4F/πdν, with ν being the fluid kinematic viscosity. If 
refined products flow in turbulent regime into the pipeline segments (Re > 4 × 105) 
the relationship between the head loss due to friction (hL) and the pump rate can 
be derived from the Darcy’s equation (Darcy 1857) in Eq.  (26). This equation 
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introduces the dimensionless friction factor f. Indices of nodes and time periods are 
omitted for simplicity.

Moreover, the friction factor f can be calculated through the Colebrook-White 
equation, as in Eq. (27).

Equation (27) involves an implicit function accounting for two contributions: the 
pipeline wall roughness (ε), and the flow turbulence. Finally, the power required to 
compensate the friction loss is given by Eq. (28), representing a nonlinear function 
rapidly increasing with the flowrate F.

The parameter ρ is the liquid density, g is the gravitational constant, l is the length 
of the pipeline and η is the pump efficiency. Equations (29) and (30) are introduced 
in the MINLP model presented in Sect. 3.1.1 to calculate the energy consumption in 
every pipeline segment over time period t.

Lockhart–Martinelli procedure to compute pressure drops in multiphase flows

The Lockhart–Martinelli (LM) procedure has been devised to predict the pressure 
drop for fully developed gas–liquid flows. The first step is to calculate the individual 
effects of liquid and gas phases, i.e., the pressure drops ΔPl and ΔPg that would be 
expected if the liquid and gas streams were flowing alone through the same pipeline. 
The second step is to obtain the LM parameter ( XLM ), as in Eq. (29).

Finally, the overall pressure drop in the pipeline segment is estimated from the 
pressure drop of the gas phase, as in Eq. (30).

Equation  (30) follows the Wilkes function (Wilkes 2005) to fit the data of the 
LM empirical results. The parameter n depends on the flow regime of each phase, 
and is equal to 4.12 if both liquid and gas phases flow in turbulent regime, as usu-
ally seen in industrial applications. In horizontal pipelines, the pressure drop of 
the liquid phase ΔPl can be obtained from the Darcy equation (see Eqs. (31) and 
(32)), while the gas pressure drop ΔPg is related to the pipeline diameter and the 
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gas flow through the Weymouth correlation (see Eq. (17) in Sect. 3.2). Note that the 
flow rates of the two different phases need to be tracked through separate variables 
( FLIQ,i,j,t and FGAS,i,j,t ), as explained in Sect. 2.1.

SPE guidelines for sizing multiphase pipelines

Similar to the liquid pipeline sizing problem, the SPE (2006) suggests maximum 
velocities for multiphase flows to prevent erosion, corrosion, noise or water ham-
mer effects. Reference maximum velocities are 18 m/s to inhibit noise and 15 m/s 
to prevent corrosion. A more accurate procedure to obtain maximum velocities is 
suggested as follows.

1.	 Obtain the average multiphase density ( �avg ) from the gas to liquid ratio ( glr ) as:

where z is the gas compressibility factor, r the gas/liquid ratio [ft3/bbl], � the 
flow temperature [°R], Pin the inlet pressure in PSI, sl the specific gravity of the 
liquid phase relative to water, and sg the specific gravity of the gas, relative to 
air.

2.	 Set the maximum velocity for the liquid phase as:

where ζ is an SPE specific constant with a value of 150 for solids-free fluids and 
continuous service operation, and vmax is measured in ft/s.

3.	 Impose an upper bound on the liquid flowrate, as shown in Eq. (33).

with � = 0.64516
(

11.9 + z glr �∕16.7Pin

)−1.
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