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Abstract 10 

The modeling and optimization of large-scale refinery scheduling problems is challenging because 11 

of their complexity and size. There are six particularly important features addressed herein. From 12 

a modeling perspective, we consider an integrated refinery scheduling network, coherent 13 

mathematical formulation based on plant requirements, and advanced process-unit modeling. 14 

From a solving perspective, this includes optimization decision-making, evaluation of scheduling 15 

parameters, and re-optimization mechanisms. We propose a novel mathematical model to 16 

represent refinery scheduling operations more accurately and realistically. Then, we develop a 17 

state-of-the-art modeling and optimization framework to solve industrial-size refinery scheduling 18 

problems. The framework leverages the use of mathematical optimization and algorithmic 19 

methods by combining modeling approaches (process design, model decompositions), solving 20 

strategies (rescheduling procedures, heuristic algorithms), and machine learning regression 21 

(reduced-order models). An industrial-size refinery scheduling problem formulated as a 22 

nonconvex mixed-integer nonlinear programming (MINLP) model is successfully optimized, 23 

providing higher profitability and more efficient scheduling operations. 24 
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1. Introduction 29 

Over the last decades, crude oil refinery operations have grown increasingly complex. Factors 30 

including tighter competition, stricter environmental regulations, and lower margin profits, require 31 

companies to employ enhanced computer-aided decision-making capabilities for achieving higher 32 

efficiency and reducing costs in planning, scheduling, and supply chain applications (Shah et al., 33 

2015). However, such operations are very complex and involve a large number of feedstocks, 34 

flows, units, properties, and products within an enterprise-wide optimization (EWO) problem.  35 

A key goal of crude oil refineries is to properly determine the scheduling operations, which 36 

comprise the decision-making of tasks to be performed in the plant, and significantly affect the 37 

economics and operations in crude oil refineries. Refinery scheduling involves multiple sources of 38 

uncertainties and includes a large number of parameters, variables, and constraints. Its 39 

mathematical formulation includes information referred to as quantity-based (e.g., material flows, 40 

amounts, yields, and inventories), logic-based (e.g., binary or discrete decisions), and quality-41 

based (e.g., nonlinear information of properties such as specific gravity, sulfur concentration, pour 42 

point, octane number, etc.). The resulting model is a large-scale nonconvex mixed-integer 43 

nonlinear programming (MINLP) problem, which is particularly challenging because of its 44 

complexity (combinatorial decisions, nonlinear and nonconvex equations) and size (large number 45 

of variables and constraints). This imposes difficulties for the solution of complex industrial cases, 46 

and which is by far intractable given the current state-of-the-art modeling tools and optimization 47 

capabilities (e.g., computer power, optimization solvers). 48 

Many strategies have been developed and adopted in both industry and academia to provide 49 

tractable formulations for refinery scheduling problems, which introduce simplifications for the 50 

modeling of processing units, representation of the process network scope, and search space in 51 

optimization algorithms. However, not only are these simplifications often too drastic and 52 

unrealistic relative to the industrial needs, but there is still a huge gap between the state-of-the-art 53 

solution methods and the refinery scheduling problems that need to be solved in the industry. There 54 

have been recent advances in computer-aided resources, solution algorithms, and decision-making 55 

(Franzoi et al., 2018a; Rafiei and Ricardez-Sandoval, 2020). Improved modeling, solving, 56 

implementation, and integration approaches, as well as machine learning and big data strategies, 57 

increasingly lead to opportunities to lower costs and improved operations. Commercial 58 

optimization solvers have become increasingly efficient, in addition to the enhancements of 59 

computational processing. Remarkable success has been achieved in improving refinery 60 

scheduling optimization, including the development of novel methods, models, and algorithms (Li 61 

et al., 2020). The remaining challenges rely on developing mathematical models and decision-62 

making frameworks to address the typical industrial challenges and provide implementable 63 

solution for industrial scheduling decision-making. 64 
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1.1 Current limitations on refinery scheduling decision-making 65 

Simplifications have been traditionally introduced in refinery scheduling problems to achieve 66 

tractability. However, they often compromise the solution quality or lead to schedules that are not 67 

easily implementable in the plant. In the following, we highlight key considerations for the 68 

modeling and optimization of industrial-scale refinery scheduling. 69 

First, due to modeling, solving, and computational limitations, building unit operation models and 70 

optimizing the integrated refinery units in multilevel decisions remains intractable. Hence, the 71 

refinery scheduling problem has been traditionally decomposed into smaller sub-problems that are 72 

modeled and solved separately, namely, crude oil scheduling, production network, and product 73 

blending network (Shah et al., 2015). Solving an integrated scheduling formulation comprised of 74 

all three segments is denoted herein as refinery scheduling. It is well established that better 75 

solutions are obtained by solving integrated formulations rather than their hierarchical counterparts 76 

(Yang et al., 2020). Feasible solutions found in the hierarchical approach may not be feasible in 77 

the integrated formulation, and the conditions for optimality are also different. Despite extensive 78 

literature on scheduling optimization for each refinery subproblem, such an integrated scheduling 79 

formulation for industrial-sized applications has not been studied (Li et al., 2020).  80 

Second, standard refinery scheduling formulations do not include some of the key variables and 81 

requirements from the plant. Hence, their mathematical representations are not coherent with real-82 

world industrial operations that involve a systematic production with detailed logistics and quality 83 

operations (Mouret et al., 2009; Castro and Grossmann, 2014; Xu et al., 2017). As pointed out by 84 

Franzoi et al. (2019), it is imperative to account for a detailed and accurate refinery network. 85 

Moreover, it is fundamental to consider logistics limitations by introducing constraints that model 86 

drawing and filling operations in tanks (e.g., to avoid simultaneous operations), operational modes 87 

(i.e., same physical unit operating at distinct conditions), minimum operating time of units, and 88 

unit downtimes (i.e., shut-down or maintenance periods), are useful to incorporate relevant plant 89 

requirements into the mathematical model (Zyngier and Kelly, 2009). The lack of such constraints 90 

in refinery scheduling formulations compromises the implementation of the solution in the plant. 91 

Third, several industrial processes still employ trial-and-error decision-making rather than 92 

optimization-based approaches (Chryssolouris et al., 2005; Zhang et al., 2010). However, the space 93 

search and exploration employed by optimization methods are greatly superior and especially 94 

important for industrial operations, which comprise complex, uncertain, and dynamic processes 95 

and that consider process safety, operational requirements, scheduling implementation, and plant-96 

model mismatches. Employing optimization approaches for scheduling problems provides several 97 

benefits in terms of improved operations and profitability. 98 

Fourth, simulation-based rigorous formulations are often employed for processing units 99 

throughout the refinery, such as distillation towers. However, they are computationally expensive 100 

and not suitable for scheduling optimization. Instead of using complex or rigorous models to model 101 

these units, simplified correlations may be employed (e.g., surrogate equations), which allow the 102 
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integration of processing unit models in refinery scheduling optimization applications (Cuadros 103 

Bohorques et al., 2020; Franzoi et al., 2020). These surrogates are supposedly accurate 104 

representations that provide relevant additional information at a low computational cost.  105 

Fifth, proper calibration of scheduling parameters such as time-step and time horizon is 106 

fundamental. On one hand, the computational effort is key and imposes limitations on the model 107 

complexity. On the other hand, an ideal solution would benefit from the gains achieved with small 108 

time-steps and a large time horizon. Small time-steps provide better decision-making and better 109 

solutions due to the additional degrees of freedom available, which results in better management 110 

of resources and production configuration. A long time horizon provides additional information 111 

that impacts the optimal scheduling through spot market opportunities and more efficient 112 

production and management of resources. 113 

Sixth, noises, disturbances, and other unforeseen events happen over time and lead to plant-model 114 

mismatches, which significantly worsen the refinery operations and economics. Some 115 

optimization fields such as stochastic programming and robust optimization aim to provide proper 116 

methodologies for such problems. Although efficient for diverse applications, stochastic 117 

approaches require probability functions that may be difficult to estimate or that needlessly 118 

increase the model complexity, and may fail to handle constrained problems because the stochastic 119 

search operators often produce infeasible solutions (Francisco et al., 2005); and robust 120 

optimization methods are very conservative as they aim to hedge against all possible worst-case 121 

uncertain scenarios, which often leads to overly expensive or needlessly complex solutions (Garcia 122 

et al., 2016). Therefore, these approaches may not be the most suitable alternatives for refinery 123 

scheduling. Conversely, re-optimization procedures, known as online scheduling or rescheduling, 124 

provide efficient capabilities for revising the optimal schedule whenever necessary or beneficial, 125 

thereby mitigating plant-model mismatches (Franzoi et al., 2021a). This is especially important in 126 

complex processing sites that require integrated plant-model environments for data updating and 127 

accurate tracking of quality information throughout the process network (Franzoi et al., 2018a). 128 

1.2 Objectives and contributions of this work 129 

The objective of this paper is threefold. First, we discuss the state-of-the-art limitations of large-130 

scale refinery scheduling applications, and we provide an overview of efficient modeling and 131 

optimization methods for refinery scheduling. Second, we present a novel mathematical model 132 

that comprises process-unit models and operational constraints particularly relevant to industrial 133 

scheduling operations. Third, we propose a novel decision-making framework and illustrate its 134 

application to solve an industrial-scale nonconvex MINLP refinery scheduling problem. 135 

There are six particularly important features addressed herein, some of which have not been 136 

typically considered in the literature and industry. From a modeling perspective, this includes the 137 

consideration of an integrated refinery scheduling network, coherent mathematical formulation 138 

based on plant requirements, and advanced process-unit modeling. Specifically, we propose a 139 

novel mathematical model that represents refinery scheduling operations in a more accurate and 140 
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realistic fashion. The model comprises an integrated refinery topology with crude oil scheduling, 141 

production network, and product blending network; critical constraints are introduced to manage 142 

the logistics operations of tanks and units; and the process-unit models for the crude distillation 143 

towers are represented through data-driven surrogate equations for improved accuracy. 144 

From a solving perspective, this includes optimization decision-making, consideration of 145 

scheduling parameters, and re-optimization mechanisms. We propose a novel decision-making 146 

framework that employs advanced modeling and solving methods, and which relies on 147 

optimization decision-making. We study and evaluate how scheduling parameters affect the 148 

solution method. Finally, we indicate how our proposed methodology is suitable for re-149 

optimization mechanisms within a moving horizon fashion, which aims to further improve the 150 

scheduling solution and provide desired characteristics for industrial applications. 151 

The framework is shown to efficiently solve large-scale nonconvex MINLP refinery scheduling 152 

problems comprised of hundreds of thousands of variables and constraints that to the best of our 153 

knowledge have never been addressed in such complexity in the literature. It comprises a) discrete-154 

time modeling using the unit operation port state superstructure (UOPSS) representation; b) 155 

temporal decomposition; c) phenomenological decomposition; d) efficient design for the 156 

mathematical formulation (model design) and the operations (process design); e) model reduction 157 

strategies; f) relaxation heuristics for MILP models; g) rescheduling strategies to minimize plant-158 

model mismatches by handling process uncertainties and disturbances; h) surrogate models as an 159 

alternative to rigorous counterparts.  160 

The methodologies discussed in this work are valid for diverse types of formulations (e.g., NLP, 161 

MILP, MINLP), problems (e.g., planning, scheduling, logistics, supply chain), applications (e.g., 162 

simulation, optimization, machine learning), and industries (e.g., petrochemical, mining, 163 

production, transportation). They represent a great potential for improving state-of-the-art 164 

capabilities with significant benefits for the academic literature and industrial decision-making. 165 

This work aims to provide guidelines for further research by solving large-scale and complex 166 

problems within an efficient decision-making optimization framework. We believe this is a 167 

fundamental step towards further breakthroughs in the mathematical optimization field. 168 

This paper is outlined as follows. An overview of refinery scheduling and algorithmic methods for 169 

refinery scheduling optimization is provided in Section 2. A novel mathematical formulation for 170 

refinery scheduling is presented in Section 3. A modeling and optimization decision-making 171 

framework is proposed in Section 4, which solves a large-scale refinery scheduling example 172 

presented in Section 5. The remarks and future outlook are highlighted in Section 6. 173 
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2. Literature review 174 

2.1 Crude oil refinery network 175 

The refinery network shown in Figure 1 includes three segments, namely, crude oil scheduling, 176 

production network, and product blending network. 177 

Figure 1: Crude oil refinery network. (adapted from Kelly et al., 2017). 178 

 179 

The crude oil scheduling comprises the unloading and mixing operations of crude oil feedstocks. 180 

Upon arrival, the crude oils are unloaded and stored in storage tanks. Mixing operations are carried 181 

out to properly prepare the blend recipe to feed the distillation units according to the refinery needs. 182 

The quality and composition of the distillation feed significantly affect all the subsequent material 183 

streams throughout the plant. This impacts the entire refinery operations, the yields and quality of 184 

products, and the scheduling feasibility and profitability. Hence, it represents a key decision for 185 

the refinery due to the high impact both in terms of economics and operations (Kelly et al., 2017). 186 

Because of its importance and complexity, crude oil scheduling has been well-studied in the 187 

literature (Lee et al., 1996; Jia et al., 2003; Reddy et al., 2004; Saharidis et al, 2009; Robertson et 188 

al., 2011; Castro and Grossmann, 2014; Franzoi et al., 2019).  189 

The crude oil blends that feed the distillation unit are physically separated into fractions referred 190 

to as distillates. Throughout the production network, the distillates undergo multiple conversion 191 

and treatment processes (e.g., catalytic reforming, fluid catalytic cracking, delayed coker, 192 

hydrocracking, hydrotreating, debutanizer, depropanizer), which convert the crude oil fractions 193 

into more valuable products whereby providing quality enhancement and increased economic 194 

value (Do, 2014). Given the molecular and compositional interaction complexity within such 195 

physical and chemical processes, most works on the topic are based on rigorous simulation 196 

approaches and are mostly employed for real-time optimization and control. These complex 197 

refinery unit models introduce computational complexity (e.g., a large number of variables and 198 

constraints, and a high degree of nonlinearity) in the solution of large-scale MINLP problems (Li 199 

et al., 2020). Therefore, simplified correlations are often adopted to be used within scheduling 200 

environments for several refinery unit operations, including distillation (Fu et al., 2020; Franzoi et 201 



 

 

 

7 

 

 

al., 2020), fluid catalytic cracking (Cuadros Bohorquez et al., 2020), catalytic reforming 202 

(Mencarelli et al., 2020), hydrocracking (Zhong et al., 2019; Song et al., 2021), hydrotreating 203 

(Wang et al., 2019; Xia et al., 2021), among others.  204 

The product blending segment concerns the mixing of intermediate refinery streams into final 205 

products to be sold and distributed via logistics operations. Blending formulations are highly 206 

nonconvex and nonlinear because of the quality balances for property calculation and tracking, 207 

which are required for meeting product specifications (Al-qahtani and Elkamel, 2011; Shah et al., 208 

2015). Product blend scheduling has been extensively studied (Mendez et al., 2006; Li and Karimi, 209 

2011; Cuiwen et al., 2013; Castillo-Castillo et al., 2016; Franzoi et al., 2019, Ali et al., 2022). 210 

2.2 Algorithmic methods for industrial refinery scheduling optimization  211 

The detailed mathematical formulation needed to represent refinery scheduling problems is 212 

difficult to be solved as full-space nonconvex MINLP problems. To overcome the computational 213 

limitations that arise from the high complexity and combinatorial size of such systems, algorithmic 214 

methods based on heuristics and decompositions have been often employed. In this section, we 215 

introduce strategies that are particularly useful for tackling large-scale refinery scheduling models. 216 

They provide significant benefits and have good cost-effectiveness in reducing computational 217 

effort while maintaining solution quality. 218 

2.2.1 Phenomenological decomposition heuristic 219 

The phenomenological decomposition heuristic (PDH) was proposed by Menezes et al. (2015) for 220 

strategic refinery planning. The original model is formulated as an MINLP problem, whereas a 221 

quantity-logistics-quality decomposition breaks it down into smaller MILP-NLP sub-models to be 222 

sequentially and iteratively solved. The MILP sub-model is built and optimized considering only 223 

logistic and quantity information (i.e., by neglecting nonlinear variables and equations). The binary 224 

variables from the MILP optimal solution are fixed in the original MINLP, and the resulting NLP 225 

model is optimized considering only quantity and quality information. The yields and properties 226 

from the NLP optimal solution are used as updated parameters in the next MILP iteration. 227 

Important hyperparameters to be calibrated include the criteria for convergence and the selection 228 

of MILP/NLP solutions to be used within a retro-feeding fashion in the next sub-problem 229 

optimization. 230 

2.2.2 Linear programming reformulation of nonconvex equations 231 

Despite the computational benefits provided by decomposition heuristics, such methodologies 232 

often introduce gaps within their iterative procedure. In the phenomenological decomposition 233 

heuristic, the MILP sub-model neglects relevant quality information to avoid nonlinearities and 234 

nonconvexities in the model. For improved performance of the method, Kelly et al. (2018) develop 235 

a linear programming reformulation of nonconvex blending equations that introduces linearized 236 
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quality information in the MILP sub-problems. Nonconvex quality constraints are approximated 237 

by linear formulas valid exclusively for mixing equations (e.g., blending of streams) to be 238 

incorporated as an additional set of constraints. The property variables are considered invariant 239 

coefficients in quality material balances that match the product specification by including slack or 240 

surplus variables in an equality constraint. 241 

2.2.3 Temporal decomposition heuristic 242 

Temporal decomposition heuristics (TDH) are straightforward time-based strategies that provide 243 

significant model reduction over the time dimension. Previous works used similar approaches for 244 

the optimization of discrete-time scheduling problems typically found in the petrochemical 245 

industry (Kelly, 2002). This heuristic proposes a temporal decomposition in which the entire time 246 

horizon 𝑡 is discretized into 𝑡𝑐 time chunks. The sub-models are sequentially solved, whereby the 247 

initial values of the decision variables are based on the optimal solution of the previous sub-model. 248 

Thus, multiple time-discretized sub-models are built over a smaller time horizon 𝑡/𝑡𝑐, which are 249 

solved within a rolling horizon fashion. The complete optimal scheduling (referred to as closed-250 

loop solution) is then achieved by sequentially aggregating the optimal solutions from each sub-251 

model (referred to as open-loop solutions). For additional information on rolling horizon strategies, 252 

see Franzoi et al. (2021a). 253 

2.2.4 Relaxation heuristic 254 

Relaxation heuristics can be a powerful method for tackling large-scale mixed-integer 255 

programming (MIP) problems by reducing the computational burden in branch-and-bound discrete 256 

searches. A common example are the relax-and-fix strategies. For details, see Absi and van den 257 

Heuvel (2019).  258 

2.2.5 Surrogate modeling for refinery unit-operations 259 

Process unit models utilize computationally expensive high-fidelity formulations that are not 260 

suitable for scheduling optimization. Surrogate models have been increasingly developed as a 261 

simplified yet accurate alternative. They can be integrated into scheduling optimization with 262 

minimal increase in computational effort and can be recursively updated based on measurement 263 

feedback using plant data (Franzoi et al., 2021b,c). Franzoi et al. (2020) propose a data-driven 264 

surrogate modeling framework for the crude distillation unit (CDU) based on mixed-integer 265 

quadratic programming (MILP) that correlates independent variables (crude oil compositions and 266 

temperatures) to dependent variables (yields and properties of distillates). Other refinery unit-267 

operations (e.g., naphtha reformer, fluid catalytic cracker, delayed coker) can also be approximated 268 

by surrogate formulations. 269 
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2.2.6 Online optimization of refinery scheduling 270 

The implementation of the scheduling solution in the plant is a critical and challenging task. Such 271 

dynamic systems are subject to uncertainties and disturbances, which often lead disruptions, 272 

delays, and market fluctuations. This significantly affects the scheduling solution and result in sub-273 

optimality or infeasibilities (Gupta and Maravelias, 2016). Furthermore, operational data used in 274 

the scheduling are typically out of date or not integrated with the production network, which leads 275 

to inconsistencies in the prediction throughout the process. 276 

Online optimization of refinery scheduling is required to reduce plant-model mismatches and to 277 

ensure optimal operations. Such a periodic or event-triggered scheduling updating mechanism 278 

handles the occurrence of disturbances and unforeseen events, improves the scheduling solution, 279 

and minimizes losses. Ideally, it should be performed within the shift of the operators or even in 280 

smaller time windows. Feedback from the plant can be automatically connect to the decision-281 

making core, whereby systematically performing rescheduling optimization to maintain the state 282 

of the system up-to-date and to handle changes and disturbances in the process. This is a 283 

fundamental step to achieve more efficient production and management of resources (Franzoi et 284 

al., 2021a). 285 

3. Mathematical formulation for refinery scheduling 286 

We propose a novel mathematical formulation for industrial-scale refinery scheduling problems. 287 

The model is built based on discrete-time and uses the UOPSS representation. Previous works on 288 

the topic have shown good performance of the UOPSS representation for modeling and optimizing 289 

large-scale refinery scheduling (Kelly et al., 2017; Brunaud et al., 2020). Our proposed full-space 290 

MINLP model is comprised of three parts: 291 

 The base formulation includes constraints to manage the relationships between unit-operations 292 

and mass balances. All constraints from the base formulation are also used in the MILP and 293 

NLP formulations. 294 

 The MILP formulation (Logistics problem) includes the base formulation in addition to 295 

logistics constraints. 296 

 The NLP formulation (Quality problem) includes the base formulation in addition to the quality 297 

balances. 298 

The novelty of our formulation is twofold. First, we propose an integrated model for the entire 299 

refinery network, which includes all three segments (crude oil scheduling, production network, 300 

and product blending network) within an industrial-scale formulation. We introduce equations to 301 

estimate the outputs from process units based on surrogate modeling (for the distillation network) 302 

and fixed yield models (for the other process units in the production network). The full-space 303 

MINLP model comprises around 70,000 continuous and 50,000 binary variables, 180,000 304 

constraints and 90,000 degrees of freedom.  305 
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Second, we introduce critical constraints to represent the logistics operations in the refinery site. 306 

Although refinery scheduling operations are associated with many types of logistics limitations 307 

and requirements, mathematical formulations in the industry and literature typically neglect these 308 

aspects due to their high complexity, detailed information, and difficult implementation. The 309 

operational limitations introduced in our model are fundamental to achieving realistic scheduling 310 

solutions. This is particularly relevant from an implementation perspective. Given that the logistics 311 

requirements are a critical part of the refinery scheduling, our novel formulation leads to solutions 312 

that can be more easily and smoothly implemented in the plant. Another advantage is that our 313 

constraints implicitly account for changeover operations in the distillation network. This 314 

eliminates the need of explicitly adding changeover equations, whose parameters are difficult to 315 

estimate and tune, leading to inaccuracies.  316 

In this section, we introduce the: 317 

 Most important UOPSS characteristics, objects, and groups of objects. 318 

 Lists of indices, sets, subscripts, superscripts, parameters, and variables. 319 

 Equations, constraints, and objective function. 320 

3.1 UOPSS objects 321 

The network shown in Figure 2 is comprised of a group of main objects that represent the sources 322 

and sinks (◇), tanks and inventories (∆), and continuous processes (⊠). These objects are referred 323 

to as unit-operations hereinafter. The unit-operations can be classified into four categories, namely, 324 

perimeter-based, pool-based, mixed-based, and splitter-based. There is a relationship between how 325 

the unit-operations of each category are represented and modeled in the formulation and their 326 

logistics and processing operations in the refinery site.  327 

 Perimeter-based represent quantity-flows incoming to or outgoing from the plant (e.g., arrival 328 

of crude or delivery of final products through pipelines).  329 

 Pool-based refers to intermediate tanks throughout the plant, often allocated before or after 330 

processing units. They are important for ensuring smooth operations (e.g., constant feed for 331 

downstream units) and to provide logistics flexibility.  332 

 Mixer-based are continuous stirred blender units typically used to prepare the feed for 333 

processing units or for final product specifications by blending multiple intermediate streams 334 

with boosters (e.g., for the production of fuels). They can receive multiple simultaneous inlet 335 

streams, although a single outlet stream is operationally allowed.  336 

 Splitter-based refers to physical and chemical processing units (e.g., distillation, fluid catalytic 337 

cracking, hydrotreating, delayed coking). For efficient operations and control, the profiles of 338 

the feed amount and quality should be as smooth as possible, with minimum or no variations 339 

over time. Splitter-based units support a single inlet stream, but can have multiple outlet 340 

streams, typically associated with the conversion and separation processes.  341 
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 342 

Figure 2: Refinery scheduling network. 343 

There are auxiliary objects before and after each unit-operation, referred to as in-ports and out-344 

ports (Ο and ⊗) and arrows (→) that represent connections between ports (e.g., material flows). 345 

The unit-operations are configurable to have operational modes and are connected to inlet and 346 

outlet ports. The ports are combined in pairs (𝑗, 𝑖) to represent transfer operations throughout the 347 

network, whereby establishing the material balances for each unit-operation. States are used for 348 

configuring non-material flows and elements related to non-material flows. For example, states 349 

can configure the energy transfer throughout the network to establish energy balances. They also 350 

allow the inclusion of hypothetical modeling configurations based on non-physical relationships. 351 

The UOPSS representation is formed by groups of objects that can be categorized as unit-operation 352 

(UO), unit-operation-port-state (UOPS), and unit-operation-port-state-unit-operation-port-state 353 

(UOPS-UOPS). The UO groups represent units with operational modes, the UOPS groups 354 

additionally include port and state information, and the UOPS-UOPS groups connect adjacent 355 

UOPS groups to ensure consistency in the flows throughout the network. The UO groups have 356 

binary and continuous variables associated with processing rates, orders, or inventories. The UOPS 357 

groups have continuous variables associated with inlet and outlet operations, which are useful for 358 

handling multiple inlet or outlet streams within the same unit-operation (e.g., splitters, mixers). 359 

The arrows connecting adjacent ports establish the UOPS-UOPS relationships, which are modeled 360 

with binary and continuous variables to represent material or energy transfers between unit-361 
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operations. An illustrative example providing additional details on the UOPSS representation can 362 

be found in the Supplementary Material A. 363 

3.2 Indices and Sets 364 

The following indices and sets are considered in the refinery scheduling model.  365 

 𝑖 ∈ {𝐼, 𝐼𝐵𝐿 , 𝐼𝐹𝑇 , 𝐼𝑇𝐾𝐼𝑈𝑁 , } for outlet ports of unit-operations. 366 

 𝑗 ∈ {𝐽, 𝐽𝐵𝐿 , 𝐽𝑆𝑇 , 𝐽𝑇𝐾 , 𝐽𝑈𝑁} for inlet ports of unit-operations. 367 

 𝑚 ∈ 𝑀 = {𝑀𝐵𝐿 , 𝑀𝐶𝐷𝑈, 𝑀𝐹𝐸 , 𝑀𝑃𝑅 , 𝑀𝑇𝐾 , 𝑀𝑈𝑁} for unit-operations 𝑚 of blenders, crude 368 

distillation units, feedstocks, products, tanks, and processing units. 369 

 𝑜𝑝 ∈ 𝑂𝑃 = {𝑜𝑝1, 𝑜𝑝2, … , 𝑜𝑝𝑚𝑜𝑑𝑒𝑠} for operational modes of processing units. 370 

 𝑝 ∈ {𝑃𝑣, 𝑃𝑤} for volume-based and mass-based properties.  371 

 𝑡 ∈ 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑛} for 𝑛 time periods. 372 

 𝑡𝑡 ∈ 𝑇 = {𝑡𝑡1, 𝑡𝑡2, … , 𝑡𝑡𝑛} for 𝑛 time periods. 373 

Figure 3 presents an illustrative diagram to provide an easier understanding of the relationship 374 

among unit-operations and their interconnected ports. A generic unit-operation 𝑚 is directly 375 

connected to in-port 𝑖 and out-port 𝑗. This inlet port 𝑖 handles upstream processes to 𝑚, i.e., 376 

incoming transfers or logistics operations. Moreover, 𝑖 is connected to 𝑗𝑢𝑝, which is the out-port 377 

of an upstream unit-operation to 𝑚, i.e., 𝑚𝑢𝑝. The arrow connection for the in-port-out-port pair 378 

(𝑗𝑢𝑝, 𝑖) establishes the UOPS-UOPS connection between the unit-operations 𝑚𝑢𝑝 and 𝑚. It is 379 

similar for the pair (𝑗, 𝑖𝑑𝑜) that connects unit-operation 𝑚 with its downstream counterpart 𝑚𝑑𝑜. 380 

 381 

Figure 3: Relationship among unit-operations and ports. 382 

3.3 Subscripts and superscripts 383 

The following subscripts and superscripts are used in the refinery scheduling model. 384 

 𝐵𝐿: blender unit. 385 

 𝑐: crude oil component. 386 

 𝐶𝐷𝑈: crude distillation unit. 387 

 𝑐𝑢𝑡: crude oil cutpoint fraction. 388 

 𝐷𝐸𝑉: total flowrate deviation. 389 

 𝐷𝐸𝑉1: flowrate deviation (increase). 390 

 𝐷𝐸𝑉2: flowrate deviation (decrease). 391 

 𝑑𝑜: downstream unit-operation or flow. 392 

 𝐷𝑅𝐴𝑊: drawing operations. 393 

 𝐹𝐴𝐶: factor. 394 
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 𝐹𝐸: feedstock. 395 

 𝐹𝐼𝐿𝐿: filling operations. 396 

 𝐹𝑇: feed tank. 397 

 𝐿: lower bound. 398 

 𝑁𝐿𝑃: nonlinear programming. 399 

 𝑜𝑝: operational mode of process units. 400 

 𝑜𝑝𝑡: optimal value. 401 

 𝑝: property. 402 

 𝑃𝑅: product. 403 

 𝑠𝑔: specific gravity. 404 

 𝑆𝑃: starting point. 405 

 𝑆𝑇: storage tank. 406 

 𝑠𝑢𝑙: sulfur concentration. 407 

 𝑇𝐾: tank. 408 

 𝑈: upper bound. 409 

 𝑈𝑁: processing unit. 410 

 𝑢𝑝: upstream unit-operation or flow. 411 

3.4 Parameters 412 

The following parameters are included in the refinery scheduling model.  413 

 ∆D̅̅ ̅̅
𝑚
𝐿 : lower bound for the fill-draw delay constraint of unit-operation m ∈ 𝑀𝑇𝐾. 414 

 ∆D̅̅ ̅̅
𝑚
𝑈 : upper bound for the fill-draw delay constraint of unit-operation m ∈ 𝑀𝑇𝐾. 415 

 ∆𝑡̅̅ ̅: time-step size. 416 

 𝑑𝑣̅̅̅̅ 𝐿: lower bound for a generic decision variable 𝑑𝑣.  417 

 𝑑𝑣̅̅̅̅ 𝑆𝑃: starting point of a generic decision variable 𝑑𝑣. 418 

 𝑑𝑣̅̅̅̅ 𝑈: upper bound for a generic decision variable 𝑑𝑣. 419 

 𝑓�̅�,𝑝,𝑡: quality factor for property 𝑝 from in-port 𝑖 at time period t. 420 

 𝑓�̅�,𝑝,𝑡: quality factor for property 𝑝 to out-port 𝑗 at time period t. 421 

 𝑚𝑢̅̅ ̅̅ 𝑖,𝑡
𝐿 : lower bound for the multi-use upstream operations from out-port i at time period t. 422 

 𝑚𝑢̅̅ ̅̅ 𝑖,𝑡
𝑈 : upper bound for the multi-use upstream operations from out-port i at time period t. 423 

 𝑚𝑢̅̅ ̅̅ 𝑗,𝑡
𝐿 : lower bound for the multi-use downstream operations from out-port j at time period t. 424 

 𝑚𝑢̅̅ ̅̅ 𝑗,𝑡
𝑈 : upper bound for the multi-use downstream operations from out-port j at time period t. 425 

 �̅�𝑝: number of time periods. 426 

 𝑝𝑒𝑛̅̅ ̅̅ ̅𝑚: penalty over the performance of distillation unit 𝑚 ∈ 𝑀𝐶𝐷𝑈. 427 

 𝑝𝑟𝑖𝑐𝑒̅̅ ̅̅ ̅̅ ̅𝑚,𝑡: market value of product 𝑚 ∈ 𝑀𝑃𝑅 or cost of feedstock 𝑚 ∈ 𝑀𝐹𝐸 at time period t. 428 

 �̅�i,t
L : lower bound for the inverse yield from out-port j at time period t. 429 

 �̅�i,t
U: upper bound for the inverse yield from out-port j at time period t. 430 

 �̅�j,t
L : lower bound for the direct yield from out-port j at time period t. 431 

 �̅�j,t
U: upper bound for the direct yield from out-port j at time period t. 432 
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 𝑡�̅�𝑛𝑑: time horizon length. 433 

 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝐿 : lower bound for the uptime constraint of unit-operation 𝑚. 434 

 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝑈 : upper bound for the uptime constraint of unit-operation 𝑚. 435 

 x̅j,i,t
L : lower bound for the material flow from out-port j to in-port i at time period t. 436 

 x̅j,i,t
U : upper bound for the material flow from out-port j to in-port i at time period t. 437 

 x̅m,t
L : lower bound for the flowrate of unit-operation m at time period t. 438 

 x̅m,t
U : upper bound for the flowrate of unit-operation m at time period t. 439 

 xh̅̅ ̅
m,t
L : lower bound for the inventory of unit-operation m ∈ 𝑀𝑇𝐾 at time period t. 440 

 xh̅̅ ̅
m,t
U : upper bound for the inventory of unit-operation m ∈ 𝑀𝑇𝐾 at time period t. 441 

 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐷𝑅𝐴𝑊: lower bound for the inventory of unit-operation m ∈ 𝑀𝑇𝐾 at time period t upon 442 

completion of a drawing operation. 443 

 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐹𝐼𝐿𝐿: upper bound for the inventory of unit-operation m ∈ 𝑀𝑇𝐾 at time period t upon completion 444 

of a filling operation. 445 

 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝑀𝑎𝑥: big-M parameter to represent the maximum inventory of unit-operation m ∈ 𝑀𝑇𝐾 at time 446 

period t. 447 

3.5 Variables 448 

The decision variables considered in the refinery scheduling model comprise quantity (i.e., 449 

material streams, inventory levels), logistics (i.e., binary decisions regarding unit-operations and 450 

connection flows), and quality (i.e., yields, compositions, properties) information. 451 

3.5.1 Continuous variables 452 

 𝑑𝑣𝑜𝑝𝑡: optimal value of a generic decision variable 𝑑𝑣. 453 

 𝑟𝑎𝑛𝑑: random number generated. 454 

 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑦𝑖𝑒

: rendering for the yield of crude oil cutpoint 𝑐𝑢𝑡 of crude oil component 𝑐 in the in-port 𝑗. 455 

 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑝

: rendering for the quality of crude oil cutpoint 𝑐𝑢𝑡 of crude oil component 𝑐 in the in-port 456 

𝑗. 457 

 𝑣𝑖,𝑝,𝑡: volume-based quality 𝑝 of the downstream flow in the in-port i of its respective unit-458 

operation at time period 𝑡. 459 

 𝑣𝑗,𝑝,𝑡: volume-based quality 𝑝 of the upstream flow in the in-port j of its respective unit-operation 460 

at time period 𝑡. 461 

 𝑤𝑖,𝑝,𝑡: mass-based property 𝑝 of the downstream flow in the in-port i of its respective unit-operation 462 

at time period 𝑡. 463 

 𝑤𝑗,𝑝,𝑡: mass-based property 𝑝 of the upstream flow in the in-port j of its respective unit-operation 464 

at time period 𝑡. 465 

 𝑥𝑗,𝑖,𝑡: material flow from out-port 𝑗 to in-port 𝑖 at time period 𝑡. 466 

 𝑥𝑗𝐹𝐴𝐶,𝑝,𝑡: surplus/slack quality amount of the factor-flow 𝑗𝐹𝐴𝐶 for each property 𝑝 at time period t. 467 

 𝑥𝑚,𝑡: material flow of unit-operation 𝑚 at time period 𝑡. 468 

 𝑥𝑚,𝑡
𝐷𝐸𝑉: flowrate deviation in unit-operation 𝑚 ∈ 𝑀𝐶𝐷𝑈 between time periods 𝑡 − 1 and 𝑡. 469 
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 𝑥𝑚,𝑡
𝐷𝐸𝑉1: flowrate deviation (increase) in unit-operation 𝑚 ∈ 𝑀𝐶𝐷𝑈 between time periods 𝑡 − 1 and 𝑡. 470 

 𝑥𝑚,𝑡
𝐷𝐸𝑉2: flowrate deviation (decrease) in unit-operation 𝑚 ∈ 𝑀𝐶𝐷𝑈 between time periods 𝑡 − 1 and 𝑡. 471 

 𝑥ℎ𝑚,𝑡: material inventory of tank unit-operation 𝑚 at time period 𝑡. 472 

 𝑧𝑠𝑑𝑚,𝑡: semi-continuous variable [0,1] to represent shut-down operations of unit-operation 𝑚 at 473 

time period 𝑡. 474 

 𝑧𝑠𝑢𝑚,𝑡: semi-continuous variable [0,1] to represent start-up operations of unit-operation 𝑚 at time 475 

period 𝑡. 476 

 𝑧𝑠𝑤𝑚,𝑡: semi-continuous variable [0,1] to represent switch-over-to-itself operations of unit-477 

operation 𝑚 at time period 𝑡. 478 

 𝑍: objective function to be maximized. 479 

3.5.2 Binary variables 480 

 𝑦𝑗,𝑖,𝑡: discrete decision associated with the connection between out-port 𝑗 and in-port 𝑖 at time 481 

period 𝑡. 482 

 𝑦𝑚,𝑡: discrete decision associated with unit-operation 𝑚 at time period 𝑡. 483 

 𝑦𝑚𝑜𝑝,𝑡: discrete decision for operational mode 𝑜𝑝 of unit-operation 𝑚 at time period 𝑡. 484 

 𝑦𝑑𝑚,𝑡
𝐷𝑅𝐴𝑊: discrete decision to represent drawing operations in unit-operation m ∈ 𝑀𝑇𝐾 at time 485 

period 𝑡. 486 

 𝑦𝑑𝑚,𝑡
𝐹𝐼𝐿𝐿: discrete decision to represent filling operations in unit-operation m ∈ 𝑀𝑇𝐾 at time period 487 

𝑡. 488 

3.6 Base formulation 489 

The base formulation is defined in Equations (1) to (15) and includes both continuous and binary 490 

variables within UO, UOPS, and UOPS-UOPS relationships. All out-ports 𝑗 and in-ports 𝑖 are 491 

associated with a unit-operation 𝑚 (i.e., 𝑗𝑚 and 𝑖𝑚), but the subscript 𝑚 is omitted for the sake of 492 

simplicity. Equation (1) defines the non-negative real variables 𝑥𝑚,𝑡, 𝑥𝑗,𝑖,𝑡, and 𝑥ℎ𝑚,𝑡, and Equation 493 

(2) defines the binary variables 𝑦𝑗,𝑖,𝑡, 𝑦𝑚,𝑡. 494 

𝑥𝑚,𝑡,  𝑥𝑗,𝑖,𝑡,  𝑥ℎ𝑚,𝑡 ≥ 0 (1) 

𝑦𝑗,𝑖,𝑡, 𝑦𝑚,𝑡 = {0,1} (2) 

The arrows throughout the network shown in Figure 3 represent the UOPS-UOPS material flows 495 

𝑥𝑗,𝑖,𝑡, which are constrained by the inlet and outlet flowrate (e.g., hydraulic limits) and by the 496 

processing capacities of units. They vary between lower and upper bounds (�̅�𝑗,𝑖,𝑡
𝐿  and �̅�𝑗,𝑖,𝑡

𝑈 ) if their 497 

binary variables 𝑦𝑗,𝑖,𝑡 are active, as shown in Equation (3). If the binary variable is zero, the flows 498 

are automatically set to zero, which indicates that the respective UOPS-UOPS transfer (j, i, t) is 499 

not permitted. This could represent maintenance procedures in the downstream or upstream unit 500 

connected to the flow 𝑥𝑗,𝑖,𝑡, or in the pipelines as well. Similarly, Equation (4) imposes bounds 501 

(�̅�𝑚,𝑡
𝐿  and �̅�𝑚,𝑡

𝑈 ) for the UO flows of unit-operations 𝑥𝑚,𝑡 (𝑚 ∈ {𝑀𝑈𝑁 , 𝑀𝐵𝐿}) using binary variables 502 
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𝑦𝑚,𝑡 (𝑚 ∈ {𝑀𝑈𝑁 , 𝑀𝐵𝐿}), and Equation (5) imposes bounds (𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐿  and 𝑥ℎ̅̅ ̅

𝑚,𝑡
𝑈 ) for the UO tank 503 

holdups or inventory levels 𝑥ℎ𝑚,𝑡 (𝑚 ∈ 𝑀𝑇𝐾) using the binary variables 𝑦𝑚,𝑡 (𝑚 ∈ 𝑀𝑇𝐾). 504 

�̅�𝑗,𝑖,𝑡
𝐿  𝑦𝑗,𝑖,𝑡 ≤ 𝑥𝑗,𝑖,𝑡 ≤ �̅�𝑗,𝑖,𝑡

𝑈  𝑦𝑗,𝑖,𝑡  ∀  (𝑗, 𝑖), 𝑡 (3) 

�̅�𝑚,𝑡
𝐿  𝑦𝑚,𝑡 ≤ 𝑥𝑚,𝑡 ≤ �̅�𝑚,𝑡

𝑈  𝑦𝑚,𝑡  ∀  𝑡, 𝑚 ∈ {𝑀𝐵𝐿 , 𝑀𝑈𝑁} (4) 

𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐿  𝑦𝑚,𝑡 ≤ 𝑥ℎ𝑚,𝑡 ≤ 𝑥ℎ̅̅ ̅

𝑚,𝑡
𝑈  𝑦𝑚,𝑡  ∀  𝑚 ∈ 𝑀𝑇𝐾, 𝑡 (5) 

If the binary variable 𝑦𝑚,𝑡 of the unit-operation 𝑚 at time period 𝑡 is active, Equations (6) to (9) 505 

constrain the summation of the quantity-flows 𝑥𝑗,𝑖,𝑡 incoming to or outgoing from its port-states. 506 

Equations (6) and (7) impose lower (�̅�𝑚,𝑡
𝐿 ) and upper (�̅�𝑚,𝑡

𝑈 ) bounds for the sum of the UOPS-507 

UOPS quantity-flows 𝑥𝑗,𝑖,𝑡 outgoing from the out-port 𝑗𝑢𝑝 of 𝑚𝑢𝑝 (unit-operation upstream of 𝑚) 508 

and incoming to the in-ports 𝑖 of 𝑚. Similarly, Equations (8) and (9) impose bounds for the sum 509 

of the 𝑥𝑗,𝑖,𝑡 quantity-flows outgoing from the out-ports j of m and incoming to the in-ports 𝑖𝑑𝑜 of 510 

𝑚𝑑𝑜 (unit-operation downstream of 𝑚). If 𝑦𝑚,𝑡 is inactive, the quantity-flows in Equations (6) to 511 

(9) are set to 0. 512 

∑ 𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

≥ �̅�𝑚,𝑡
𝐿  𝑦𝑚,𝑡   ∀ (𝑖, 𝑚, 𝑡) (6) 

∑ 𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

≤ �̅�𝑚,𝑡
𝑈  𝑦𝑚,𝑡    ∀ (𝑖, 𝑚, 𝑡) 

(7) 

∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

≥ �̅�𝑚,𝑡
𝐿  𝑦𝑚,𝑡    ∀ (𝑚, 𝑗, 𝑡) 

(8) 

∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

≤ �̅�𝑚,𝑡
𝑈  𝑦𝑚,𝑡    ∀ (𝑚, 𝑗, 𝑡) 

(9) 

Unit-operations 𝑚 ∈ {𝑀𝐵𝐿 , 𝑀𝑈𝑁} can have multiple streams incoming to or outgoing from their 513 

independent connected ports. Equations (10) to (13) introduce bounds on yields, either 514 

inverse/input or direct/output. Inverse yields model the mixer-based unit-operations, in which there 515 

are multiple inlet streams within a given time window. Direct yields model splitter-based unit-516 

operations, which split the incoming quantities in multiple outlet streams within a given time 517 

window. This set of constraints is useful to configure yields for inlet and outlet flows. For flows 518 

𝑥𝑚,𝑡 of unit-operation 𝑚 ∈ 𝑀𝐵𝐿, Equations (10) and (11) define bounds of inverse yields (�̅�𝑖,𝑡
𝐿  and 519 

�̅�𝑖,𝑡
𝑈 ) for the upstream operations to 𝑚 (e.g., to constrain the percentual yields of streams to be 520 

blended). For throughputs 𝑥𝑚,𝑡 of unit-operation 𝑚 ∈ 𝑀𝑈𝑁, Equations while (12) and (13) define 521 

bounds of direct yields (�̅�𝑗,𝑡
𝐿  and �̅�𝑗,𝑡

𝑈 ) for downstream operations to 𝑚 (e.g., specifying yields of unit 522 

outputs). Equations (12) and (13) are applied for all unit-operations, given that they behave 523 

similarly to splitter units, i.e., with a single input stream but potentially multiple output streams. 524 

The yields �̅�𝑖,𝑡
𝐿  and �̅�𝑖,𝑡

𝑈  can be configured to be fixed (i.e., �̅�𝑖,𝑡
𝐿 = �̅�𝑖,𝑡

𝑈 ) or to provide an optimizable 525 
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range as an additional degree of freedom (i.e., �̅�𝑖,𝑡
𝐿 < �̅�𝑖,𝑡

𝑈 ). Depending on the process network or 526 

configuration, Equations (10) and (11) can be extended to include splitter-based units, and 527 

Equations (12) and (13) can be extended to include mixer-based units. It is worth noting that 528 

Equations (10) to (13) are not valid for tanks, which typically have only one active inlet flow and 529 

only one active outlet flow at the same time window (i.e., due to operational limitations, tanks 530 

cannot have multiple inlet flows or multiple outlet flows simultaneously). 531 

∑ 𝑥𝑗𝑢𝑝 ,𝑖,𝑡

𝑗𝑢𝑝

≥ �̅�𝑖,𝑡
𝐿  𝑥𝑚,𝑡    ∀ (𝑖, 𝑡), 𝑚 ∈ {𝑀𝐵𝐿} (10) 

∑ 𝑥𝑗𝑢𝑝 ,𝑖,𝑡

𝑗𝑢𝑝

≤ �̅�𝑖,𝑡
𝑈  𝑥𝑚,𝑡    ∀ (𝑖, 𝑡), 𝑚 ∈ {𝑀𝐵𝐿} (11) 

∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

≥ �̅�𝑗,𝑡
𝐿  𝑥𝑚,𝑡   ∀ (𝑗, 𝑡), 𝑚 ∈ {𝑀𝑈𝑁} (12) 

∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

≤ �̅�𝑗,𝑡
𝑈  𝑥𝑚,𝑡   ∀ (𝑗, 𝑡), 𝑚 ∈ {𝑀𝑈𝑁} 

(13) 

Equation (14) represents the material balance required to calculate the inventory or holdup 𝑥ℎ𝑚,𝑡 532 

of storage and feed tanks m ∈ 𝑀𝑇𝐾. At each time window 𝑡, the holdup amount 𝑥ℎ𝑚,𝑡 is the 533 

remaining amount of material in the past time period (𝑥ℎ𝑚,𝑡−1), increased by the incoming 534 

material to the tank from the upstream connections (𝑥𝑗𝑢𝑝 ,𝑖,𝑡) and subtracted by the outgoing 535 

material from the downstream connections from the tank (𝑥𝑗,𝑖𝑑𝑜,𝑡). 536 

𝑥ℎ𝑚,𝑡 = 𝑥ℎ𝑚,𝑡−1 + ∑ 𝑥𝑗𝑢𝑝 ,𝑖,𝑡

𝑗𝑢𝑝

 − ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

 ∀ (𝑖, 𝑗, 𝑡), m ∈ 𝑀𝑇𝐾 (14) 

The material balances to impose no accumulation of material in continuous processes are defined 537 

in Equation (15) for the unit-operation 𝑚 ∈ {𝑀𝐵𝐿 , 𝑀𝑈𝑁}, whereby the total incoming flow to the 538 

unit-operation equals its total outlet flow. The pairs (𝑗𝑢𝑝, 𝑖) and (𝑗, 𝑖𝑑𝑜) are the upstream and 539 

downstream connections of 𝑚. 540 

∑ 𝑥𝑗𝑢𝑝 ,𝑖,𝑡

𝑗𝑢𝑝

= ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

     ∀ ((𝑗𝑢𝑝, 𝑖), (𝑗, 𝑖𝑑𝑜), 𝑡) , 𝑚 ∈ {𝑀𝐵𝐿 , 𝑀𝑈𝑁} (15) 

3.7 Logistics mathematical formulation: MILP refinery scheduling  541 

The logistics problem includes Equations (1) to (15) previously shown in the UOPSS flowsheet 542 

formulation, in addition to Equations (16) to (37), which involve: a) constraints of structural 543 

transitions and selection of operational modes; b) temporal transitions of unit-operations in 544 

sequence-dependent cycles; c) sharing of objects (units, ports, etc.) in multi-use constraints; d) 545 
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operational time and zero downtime of units; e) fill-draw delay, fill-to-full, and draw-to-empty 546 

operations for tanks; and f) linear reformulation of blending equations. 547 

Equations (16) and (17) are structural transition constraints that coordinate setups of connected 548 

unit-operations through the out-port 𝑗𝑢𝑝 of 𝑚𝑢𝑝 and the in-port 𝑖 of 𝑚. If the binary variables of a 549 

given pair of unit-operations (𝑚𝑢𝑝, 𝑚) are active, then the binary variable 𝑦𝑗,𝑖,𝑡 that represents their 550 

connection must be active (i.e., material streams are allowed between them). However, if at least 551 

one of the units is not operating (i.e., binary not active and hence, equal to zero), there cannot be 552 

a material stream connecting these units. This logic valid cut forms a group of four objects 553 

(𝑚𝑢𝑝, 𝑗𝑢𝑝, 𝑖, 𝑚) and is especially helpful to reduce the search in branch-and-bound algorithms. 554 

𝑦𝑚𝑢𝑝,𝑡 ≥ 𝑦𝑗𝑢𝑝,𝑖,𝑡    ∀  (𝑚𝑢𝑝, 𝑗𝑢𝑝, 𝑖, 𝑡) (16) 

𝑦𝑚,𝑡 ≥ 𝑦𝑗𝑢𝑝 ,𝑖,𝑡    ∀  (𝑚, 𝑗𝑢𝑝, 𝑖, 𝑡) (17) 

Equation (18) ensures that at most one operational mode or task 𝑜𝑝 is simultaneously allowed for 555 

each physical unit 𝑚 at each time period 𝑡. Equation (19) correlates each unit-operation 𝑚 with its 556 

respective operational modes 𝑜𝑝, so that if the unit-operation is active, one operational mode must 557 

be selected at each time window. Equation (20) is the zero-downtime constraint to ensure the 558 

continuous selection of a mode of operation 𝑜𝑝. This is useful for unit-operations that must be 559 

continuously operated for long periods, such as CDUs. 560 

∑ 𝑦𝑚𝑜𝑝,𝑡

𝑜𝑝

≤ 1  ∀ t, 𝑚 ∈ {𝑀𝑈𝑁} (18) 

𝑦𝑚,𝑡 = ∑ 𝑦𝑚𝑜𝑝,𝑡

𝑜𝑝

  ∀ t, 𝑚 ∈ {𝑀𝑈𝑁} 
(19) 

∑ 𝑦𝑚𝑜𝑝,𝑡

𝑜𝑝

= 1    ∀ t, 𝑚 ∈ {𝑀𝐶𝐷𝑈} 
(20) 

The temporal transition constraints represented by Equations (21) to (23) coordinate the operation 561 

of the semi-continuous blender units. The binary variable 𝑦𝑚,𝑡 manages the variables related to the 562 

start-up (𝑧𝑠𝑢𝑚,𝑡), shut-down (𝑧𝑠𝑑𝑚,𝑡), and switch-over-to-itself (𝑧𝑠𝑤𝑚,𝑡) operations, which are 563 

respectively associated with starting, shutting down, or changing the operational mode of a blender 564 

unit-operation. The combination of Equations (21) to (23) also ensures these three variables to be 565 

discrete variables. In the proposed formulation, the temporal transition constraints are considered 566 

only for blender unit-operations because the processing unit-operations 𝑚 ∈ 𝑀𝑈𝑁 are assumed to 567 

continuously operate. However, such constraints can be useful for handling non-continuous or 568 

semi-continuous operations and to introduce scheduled maintenances for units. 569 

𝑦𝑚,𝑡 − 𝑦𝑚,𝑡−1 − 𝑧𝑠𝑢𝑚,𝑡 + 𝑧𝑠𝑑𝑚,𝑡 = 0  ∀ 𝑚 ∈ 𝑀𝐵𝐿 , 𝑡 (21) 

𝑦𝑚,𝑡 + 𝑦𝑚,𝑡−1 − 𝑧𝑠𝑢𝑚,𝑡 − 𝑧𝑠𝑑𝑚,𝑡  − 2𝑧𝑠𝑤𝑚,𝑡 = 0    ∀ 𝑚 ∈ 𝑀𝐵𝐿 , 𝑡 (22) 
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𝑧𝑠𝑢𝑚,𝑡 + 𝑧𝑠𝑑𝑚,𝑡 + 𝑧𝑠𝑤𝑚,𝑡 ≤ 1  ∀ 𝑚 ∈ 𝑀𝐵𝐿 , 𝑡 (23) 

Equations (24) and (25) are multi-use procedure constraints, in which downstream in-ports 𝑖𝑑𝑜 570 

connected to the out-ports 𝑗 are limited by lower and upper bounds 𝑚𝑢̅̅ ̅̅ 𝑗,𝑡
𝐿  and 𝑚𝑢̅̅ ̅̅ 𝑗,𝑡

𝑈 . This is helpful 571 

to control the number of simultaneous drawing operations allowed from a blender 𝑚 ∈ 𝑀𝐵𝐿 to its 572 

downstream tanks. Similarly, (26) and (27) impose bounds 𝑚𝑢̅̅ ̅̅ 𝑖,𝑡
𝐿  and 𝑚𝑢̅̅ ̅̅ 𝑖,𝑡

𝑈  for the upstream out-573 

ports 𝑗𝑢𝑝 connected to the in-ports 𝑖, which is helpful to control the number of simultaneous filling 574 

operations to unit-operations 𝑚 ∈ 𝑀𝑈𝑁. 575 

∑ 𝑦𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

≥ 𝑚𝑢̅̅ ̅̅ 𝑗,𝑡
𝐿  𝑦𝑚,𝑡  ∀  (j, 𝑚 ∈ 𝑀𝐵𝐿 , 𝑡) (24) 

∑ 𝑦𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

≤ 𝑚𝑢̅̅ ̅̅ 𝑗,𝑡
𝑈  𝑦𝑚,𝑡 ∀ (j, 𝑚 ∈ 𝑀𝐵𝐿 , 𝑡) 

(25) 

∑ 𝑦𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

≥ 𝑚𝑢̅̅ ̅̅ 𝑖,𝑡
𝐿  𝑦𝑚,𝑡   ∀  (i, 𝑚 ∈ 𝑀𝑈𝑁 , 𝑡)   (26) 

∑ 𝑦𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

≤ 𝑚𝑢̅̅ ̅̅ 𝑖,𝑡
𝑈  𝑦𝑚,𝑡  ∀ (i, 𝑚 ∈ 𝑀𝑈𝑁 , 𝑡) 

(27) 

Equations (28) and (29) model the uptime constraints in which 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝐿  and 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚

𝑈  are the respective 576 

uptime lower and upper bounds, 𝑡𝑡 is an auxiliary time index, 𝑡�̅�𝑛𝑑 is the time horizon length, and 577 

∆𝑡̅̅ ̅ is the time step. They impose operational time limits for unit-operations 𝑚, so that minimum 578 

and maximum amounts of time can be configured (i.e., upon starting an operation, a given unit 579 

cannot operate less than the uptime lower bound or more than the uptime upper bound). In 580 

Equation (28), if a unit is operating at time window 𝑡, there cannot have been more than one start-581 

up operation within a past time range 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝐿 ; and if the unit is not operating, no start-up operation 582 

within a past time range 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝐿  is allowed. Equation (29) imposes that unit-operations m cannot 583 

continuously operate over a time range higher than the upper uptime bound of 𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝑈 . Equation 584 

(30) models a unit-operation uptime temporal aggregation cut. Given the uptime lower bound, 585 

number of time periods �̅�𝑝, and time step size, there is a limit in the number of possible start-up 586 

operations that can be performed over the time horizon length. Equation (30) reduces the search 587 

space of the start-up variable 𝑧𝑠𝑢𝑚,𝑡, whereby the global optimum region is guaranteed to remain 588 

feasible after the cut. It is worth noting that Equations (28) to (30), combined with Equations (21) 589 

to (23), can properly manage the correlation between the variables 𝑧𝑠𝑢𝑚,𝑡, 𝑧𝑠𝑑𝑚,𝑡, and 𝑧𝑠𝑤𝑚,𝑡 and 590 

the operational transitions for unit-operations 𝑚. 591 

∑ 𝑧𝑠𝑢𝑚,𝑡−𝑡𝑡

(
𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚

𝐿

∆𝑡̅̅ ̅  −1)

𝑡𝑡=1|tt<t

≤ 𝑦𝑚,𝑡    ∀  (𝑚, 𝑡 ≥ 2) 
(28) 
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∑ 𝑦𝑚,𝑡

(𝑡+
𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚

𝑈

∆𝑡̅̅ ̅ )

𝑡𝑡=𝑡

≤
𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚

𝑈

∆𝑡̅̅ ̅
    ∀  (𝑚, 𝑡 ≤ 𝑡�̅�𝑛𝑑 −

𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝑈

∆𝑡̅̅ ̅
) 

(29) 

∑ 𝑧𝑠𝑢𝑚,𝑡

𝑡

≤ (
�̅�𝑝 ∗ ∆𝑡̅̅ ̅

𝑢𝑝𝑡̅̅ ̅̅ ̅𝑚
𝐿 + ∆𝑡̅̅ ̅

)   ∀  𝑚 
(30) 

Equations (31) and (32) manage the minimum (∆D̅̅ ̅̅
𝑚
𝐿

) and maximum (∆D̅̅ ̅̅
𝑚
𝑈

) time between the latest 592 

filling and the next drawing operations, referred to as the fill-draw delay, for the upstream 𝑗𝑢𝑝 and 593 

downstream 𝑖𝑑𝑜 connections of a tank m𝑀𝑇𝐾. In Equation (31), whenever there is an incoming 594 

flow to a tank, any outgoing flow from that tank is only allowed after a waiting period of ∆D̅̅ ̅̅
𝑚
𝐿

. 595 

Additionally, Equation (31) ensures that filling and drawing operations cannot be simultaneously 596 

performed to the unit-operation 𝑚 𝑀𝑇𝐾 at time window 𝑡, which represents a logistics constraint 597 

commonly used in the plant. In Equation (32), whenever there is an incoming flow to a tank, there 598 

must be at least one outgoing flow from that tank within the period ∆D̅̅ ̅̅
𝑚
𝑈

. These constraints are 599 

useful for handling materials that require a decantation period prior to their processing; and for 600 

avoiding long storage periods of materials. 601 

𝑦𝑚,𝑗𝑢𝑝,𝑖,𝑡 + 𝑦𝑚,𝑗,𝑖𝑑𝑜,𝑡+𝑡𝑡 ≤ 1  ∀ (𝑗𝑢𝑝, 𝑖, 𝑗, 𝑖𝑑𝑜), 𝑚 𝑀𝑇𝐾 , 𝑡𝑡 = 0. . ∆D̅̅ ̅̅
𝑚
𝐿 , 

𝑡 = 1. . 𝑡�̅�𝑛𝑑, 𝑡 + 𝑡𝑡 ≤ 𝑡�̅�𝑛𝑑       
(31) 

𝑦𝑚,𝑗𝑢𝑝,𝑖,𝑡 − ∑ 𝑦𝑚,𝑗,𝑖𝑑𝑜,𝑡+𝑡𝑡

∆D̅̅ ̅̅ 𝑚
𝑈

𝑡𝑡=1

≤ 0 ∀ (𝑗𝑢𝑝, 𝑖, 𝑗, 𝑖𝑑𝑜), m𝑀𝑇𝐾 , 𝑡 + 𝑡𝑡 ≤ 𝑡�̅�𝑛𝑑 

(32) 

Equations (33) to (36) represent the fill-to-full and draw-to-empty operations for tanks. Equation 602 

(33) introduces the logic variable 𝑦𝑑𝑚,𝑡
𝐹𝐼𝐿𝐿, which is active when there is a filling operation. 603 

Similarly, Equation (34) introduces the logic variable 𝑦𝑑𝑚,𝑡
𝐷𝑅𝐴𝑊 for drawing operations. Equation 604 

(35) enforces that once a filling operation starts, there is a minimum inventory 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐹𝐼𝐿𝐿 that must be 605 

reached before allowing any drawing operation from the same tank. Similarly, whenever there is 606 

a drawing operation, Equation (36) imposes a maximum inventory 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐷𝑅𝐴𝑊 that must be reached 607 

before any filling operation is allowed to the same tank. The coefficients 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐹𝐼𝐿𝐿 and 𝑥ℎ̅̅ ̅

𝑚,𝑡
𝐷𝑅𝐴𝑊 are 608 

the fill-to-full and the draw-to-empty inventories, which may be static or dynamic over the time 609 

horizon. Equations (35) and (36) use the maximum inventory available 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝑀𝑎𝑥 at each time window 610 

𝑡 to control the auxiliary binary variables using big-M constraints (see Winston and Goldberg, 611 

2004 for detailed information on big-M methods). Thus, filling operations continuously fill the 612 

tank at least until it reaches a minimum inventory 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝐹𝐼𝐿𝐿, and drawing operations must be carried 613 

out at least until the tank reaches a maximum inventory 𝑥ℎ̅̅ ̅
 𝑚,𝑡
 𝐷𝑅𝐴𝑊. This is especially helpful for 614 

reducing the number of operations involving tanks (i.e., for improved industrial operations, it is 615 
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beneficial to perform fewer operations in larger amount rather than multiple operations in smaller 616 

amount). Such constraints are alternatives to the commonly employed changeover costs, which are 617 

arbitrary limitations to account for implicit costs of processing operations (e.g., opening valves). 618 

𝑦𝑚,𝑗𝑢𝑝,𝑖,𝑡 ≤ 𝑦𝑑𝑚,𝑡
𝐹𝐼𝐿𝐿    ∀ (𝑗𝑢𝑝, 𝑖), 𝑚 ∈ 𝑀𝑇𝐾, 𝑡 (33) 

𝑦𝑚,𝑗,𝑖𝑑𝑜,𝑡 ≤ 𝑦𝑑𝑚,𝑡
𝐷𝑅𝐴𝑊  ∀ (𝑗, 𝑖𝑑𝑜), 𝑚 ∈ 𝑀𝑇𝐾 , 𝑡 (34) 

(𝑥ℎ̅̅ ̅
𝑚,𝑡−1
𝐹𝐼𝐿𝐿 − 𝑥ℎ𝑚,𝑡−1) ≤ 𝑦𝑑𝑚,𝑡

𝐹𝐼𝐿𝐿 ∗ 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝑀𝑎𝑥         ∀ 𝑚 ∈ 𝑀𝑇𝐾, 𝑡 ≥ 2 (35) 

(𝑥ℎ̅̅ ̅
𝑚,𝑡−1
𝐷𝑅𝐴𝑊 − 𝑥ℎ𝑚,𝑡−1) ≥ −𝑦𝑑𝑚,𝑡

𝐷𝑅𝐴𝑊 ∗ 𝑥ℎ̅̅ ̅
𝑚,𝑡
𝑀𝑎𝑥   ∀ 𝑚 ∈ 𝑀𝑇𝐾, 𝑡 ≥ 2 (36) 

To improve the accuracy of the MILP formulation, we utilize a linear approximation for 619 

nonconvex blending constraints proposed by Kelly et al. (2018). The extended quality amount of 620 

the property 𝑝 is considered as an in-out quantity and quality product or factors 𝑓 multiplied by 621 

volume flows 𝑥 around the blender unit-operations. To close the quantity-quality balance in the 622 

blender, the factor-flow 𝑥𝑗𝐹𝐴𝐶 ,𝑝,𝑡 outgoing from the slack or surplus out-ports is considered in the 623 

balance in Equation (37) for the properties (e.g., specific gravity and sulfur concentration). 624 

∑ 𝑓�̅�,𝑝,𝑡 ∑ 𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝∈𝐽𝑆𝑇𝑖∈𝐼𝐵𝐿

= 𝑓�̅�,𝑝,𝑡  ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜∈𝐼𝐹𝑇

+ 𝑥𝑗𝐹𝐴𝐶 ,𝑝,𝑡   ∀ 𝑗, 𝑗𝐹𝐴𝐶 , 𝑝, 𝑡 (37) 

For each property 𝑝 to be calculated in the blender 𝑚 ∈ 𝑀𝐵𝐿, amounts of feedstocks ∑ 𝑥𝑗𝑢𝑝 ,𝑖,𝑡𝑗𝑢𝑝
 625 

incoming from storage tanks to the blender through multiple in-ports 𝑖 with associated quality 626 

factors 𝑓�̅�,𝑝,𝑡 counterbalance the quality of the total amount ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡𝑖𝑑𝑜
 of blended material (to be 627 

sent to feed tanks) with associated quality factors 𝑓�̅�,𝑝,𝑡. A slack or surplus variable for the factor-628 

flow 𝑥𝑗𝐹𝐴𝐶,𝑝,𝑡 is added to provide a degree of freedom for the quality balance. The factor in 𝑗𝐹𝐴𝐶is 629 

considered as unitary; therefore, the value of the slack or surplus factor-flow 𝑥𝑗𝐹𝐴𝐶 ,𝑝,𝑡 represents 630 

the insufficient or exceeded quality amount of the factor-flow for each property 𝑝. For an upper 631 

bound of property specification, a slack or negative value is needed, so that 𝑥𝑗𝐹𝐴𝐶 ,𝑝,𝑡 ≤ 0. Similarly, 632 

a positive factor-flow or surplus (𝑥𝑗𝐹𝐴𝐶,𝑝,𝑡 ≥ 0) applies for a lower bound. Also, as the 633 

transformation from property to property index may change the signal of the number, to avoid 634 

infeasibilities, the factor-flow is modeled as 𝑥𝑗𝐹𝐴𝐶 ,𝑝,𝑡 ≤ 0 and 𝑥𝑗𝐹𝐴𝐶 ,𝑝,𝑡 ≥ 0 for property indices. 635 

3.8 Quality mathematical formulation: NLP refinery scheduling 636 

The quality problem includes Equations (1) to (15) from the UOPSS flowsheet formulation, 637 

Equations (38) to (43) for the blending constraints, and Equations (44) to (46) for the mass balances 638 

and transformations of crude oil components 𝑐 into subsequent fractions. The NLP formulation 639 

cannot handle binary variables, so that the UOPSS equations are reformulated either by setting the 640 

binary variables to unity or by retrieving any previous logistics solution, whereby setting them to 641 

their respective optimal values. 642 
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For the quality balances throughout the network, we consider 𝑝 as property (component 643 

concentration, specific gravity, sulfur content) in which 𝑣 and 𝑤 are the volume- and weight-based 644 

properties, respectively. The variables 𝑣𝑗𝑢𝑝 ,𝑝,𝑡 and 𝑤𝑗𝑢𝑝,𝑝,𝑡 are the volume- and mass-based qualities 645 

of the upstream flow from the out-ports 𝑗𝑢𝑝 (of unit-operation 𝑚𝑢𝑝) incoming to the in-port 𝑖 (of 646 

unit-operation 𝑚), whereby 𝑣𝑗𝑢𝑝 ,𝑝=𝑠𝑔,𝑡 refers specifically for specific gravity; and 𝑣𝑖,𝑝,𝑡 and 𝑤𝑖,𝑝,𝑡 647 

are the volume- and mass-based qualities of inlet flows 𝑖 ∈ 𝐼. It is similar for the downstream 648 

variables 𝑣𝑖𝑑𝑜,𝑝,𝑡 and 𝑤𝑖𝑑𝑜,𝑝,𝑡.  Figure 4 illustrates the quality variables associated with the inlet and 649 

outlet ports. It is worth mentioning that the quality at a given port is also the quality of the material 650 

flow outgoing from this port (i.e., assumption of perfect mixing). 651 

 652 

Figure 4: Quality variables for unit-operations and ports within the UOPSS representation. 653 

Equation (38) is an overall mass-balance at the in-port 𝑖 ∈ {𝐼𝐵𝐿 , 𝐼𝑈𝑁} of mixer-based and splitter-654 

based unit-operations 𝑚 ∈ {𝑀𝐵𝐿 , 𝑀𝑈𝑁}. It introduces the volume-based properties 𝑝 ∈ 𝑃𝑣 such as 655 

components (crude oil compositions) and densities (specific gravity). Similarly, Equation (39) is 656 

a property mass-balance (e.g., sulfur concentration), which introduces the mass-based properties 657 

𝑝′ ∈ 𝑃𝑤. 658 

𝑣𝑖,𝑝,𝑡 ∑ 𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

= ∑ 𝑣𝑗𝑢𝑝,𝑝,𝑡𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

  ∀ 𝑡, 𝑖 ∈ {𝐼𝐵𝐿 , 𝐼𝑈𝑁}, 𝑝 ∈ 𝑃𝑣 (38) 

𝑤𝑖,𝑝′,𝑡 ∑ 𝑣𝑗𝑢𝑝 ,𝑝,𝑡 𝑥𝑗𝑢𝑝 ,𝑖,𝑡

𝑗𝑢𝑝

= ∑ 𝑤𝑗𝑢𝑝,𝑝′,𝑡 𝑣𝑗𝑢𝑝,𝑝,𝑡 𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

  ∀ 𝑡, 𝑖 ∈ {𝐼𝐵𝐿 , 𝐼𝑈𝑁}, 𝑝 ∈ 𝑃𝑣 , 𝑝′ ∈ 𝑃𝑤 
(39) 

Equations (40) and (41) represent the quality balances for volume- and mass-based properties in 659 

tanks. They are a combination of Equation (14), that ensures consistency for the material-balance 660 

in tanks, with Equations (38) and (39) for the overall and component mass-balances when mixing 661 

two or more streams. The subsets in the summations involving the in-ports 𝑖 and out-ports 𝑗 in 662 

Equations (40) and (41) are also omitted, since this is valid for all (𝑖, 𝑚, 𝑗) ∈ 𝑀𝑇𝐾, by which 𝑗𝑢𝑝 663 

represents the upstream out-ports of the connected unit-operations 𝑚𝑢𝑝 arriving in the in-port 𝑖 ∈664 

𝐼𝑇𝐾, and 𝑖𝑑𝑜 represents the downstream in-ports of the connected unit-operations 𝑚𝑑𝑜 outgoing 665 

from the out-port 𝑗 ∈ 𝐽𝑇𝐾. The quality variable for the out-ports of a tank unit-operation (𝑚 ∈ 𝑀𝑇𝐾) 666 

is the quality of the blend within the tank, as defined by Equations (42) and (43) for volume- and 667 

mass-based properties, respectively. 668 
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𝑣𝑚,𝑝,𝑡 𝑥ℎ𝑚,𝑡 = 𝑣𝑚,𝑝,𝑡−1 𝑥ℎ𝑚,𝑡−1 + ∑ 𝑣𝑗𝑢𝑝 ,𝑝,𝑡 𝑥𝑗𝑢𝑝,𝑖,𝑡

𝑗𝑢𝑝

 − 𝑣𝑚,𝑝,𝑡 ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

  

 ∀ t, (𝑖, 𝑚, 𝑗) ∈ {𝐼𝑇𝐾, 𝑀𝑇𝐾 , 𝐽𝑇𝐾}, 𝑝 ∈ 𝑃𝑣   

(40) 

𝑤𝑚,𝑝′,𝑡 𝑣𝑚,𝑝,𝑡 𝑥ℎ𝑚,𝑡 = 𝑤𝑚,𝑝′,𝑡−1 𝑣𝑚,𝑝,𝑡−1 𝑥ℎ𝑚,𝑡−1 + ∑ 𝑤𝑗𝑢𝑝,𝑝′,𝑡 𝑣𝑗𝑢𝑝,𝑝,𝑡 𝑥𝑗𝑢𝑝 ,𝑖,𝑡

𝑗𝑢𝑝

− 

𝑤𝑚,𝑝′,𝑡 𝑣𝑚,𝑝,𝑡 ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

     ∀ t, (𝑖, 𝑚, 𝑗) ∈ {𝐼𝑇𝐾, 𝑀𝑇𝐾, 𝐽𝑇𝐾}, 𝑝 ∈ 𝑃𝑣, 𝑝′ ∈ 𝑃𝑤   

(41) 

𝑣𝑗,𝑝,𝑡  = 𝑣𝑚,𝑝,𝑡  ∀ (𝑚, 𝑗) ∈ {𝑀𝑇𝐾, 𝐽𝑇𝐾}, 𝑝 ∈ 𝑃𝑣, 𝑡   (42) 

𝑤𝑗,𝑝′,𝑡  = 𝑤𝑚,𝑝′,𝑡  ∀ (𝑚, 𝑗) ∈ {𝑀𝑇𝐾 , 𝐽𝑇𝐾}, 𝑝′ ∈ 𝑃𝑤, 𝑡 (43) 

Equations (44), (45), and (46) respectively are the overall material-balance, overall mass-balance, 669 

and component mass-balance for the outputs of unit-operations based on distillation processes. 670 

Equation (44) converts the CDU throughputs (∑ 𝑥𝑗𝑢𝑝 ,𝑖𝐶𝐷𝑈,𝑡𝑗𝑢𝑝
) from the 𝑖𝐶𝐷𝑈 inlet into distillate 671 

yields (∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡𝑖𝑑𝑜
) outgoing from the CDU out-ports 𝑗 to the connected downstream in-ports 𝑖𝑑𝑜. 672 

This is performed for all crude oil components 𝑐 (from the crude oil assay) over all pre-defined 673 

distillation fractions 𝑐𝑢𝑡 by introducing the rendering variable 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑦𝑖𝑒

, which provides the yield 674 

value for each set of (𝑗, 𝑐, 𝑐𝑢𝑡). Similarly, Equations (45) and (46) respectively calculate the 675 

volume- and weight-based properties. The rendering variable for qualities, 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑝

, can be 676 

accordingly adapted for volume-based qualities (e.g., 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑝=𝑠𝑔

, in which the superscript 𝑠𝑔 stands 677 

for specific gravity) and mass-based qualities (e.g., 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑝=𝑠𝑢𝑙

, in which the superscript 𝑠𝑢𝑙 stands 678 

for sulfur concentration). 679 

∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

= ∑ 𝑥𝑗𝑢𝑝 ,𝑖𝐶𝐷𝑈,𝑡

𝑗𝑢𝑝

∑ ∑ 𝑣𝑖𝐶𝐷𝑈,𝑝=𝑐,𝑡𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑦𝑖𝑒

𝑐𝑢𝑡𝑐

 ∀ (𝑗, 𝑡) (44) 

𝑣𝑗,𝑝,𝑡 ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

= ∑ 𝑥𝑗𝑢𝑝,𝑖𝐶𝐷𝑈,𝑡

𝑗𝑢𝑝

∑ ∑ 𝑣𝑖𝐶𝐷𝑈,𝑝=𝑐,𝑡𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑦𝑖𝑒

𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑝

𝑐𝑢𝑡𝑐

 ∀ (𝑗, 𝑡), 𝑝 ∈ 𝑃𝑣   (45) 

𝑣𝑗,𝑝,𝑡𝑤𝑗,𝑝′,𝑡 ∑ 𝑥𝑗,𝑖𝑑𝑜,𝑡

𝑖𝑑𝑜

= ∑ 𝑥𝑗𝑢𝑝 ,𝑖𝐶𝐷𝑈,𝑡

𝑗𝑢𝑝

∑ ∑ 𝑣𝑖𝐶𝐷𝑈,𝑝=𝑐,𝑡𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑦𝑖𝑒

𝑐𝑢𝑡

𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡
𝑝 𝑟𝑒𝑗,𝑐,𝑐𝑢𝑡

𝑝′

𝑐

 ∀ (𝑗, 𝑡), 𝑝

∈ 𝑃𝑣, 𝑝′ ∈ 𝑃𝑤 

(46) 

For material- and mass-balances of other unit-operations 𝑚 ∈ 𝑀𝑈𝑁, the mathematical equations 680 

depend on the model employed for calculating the input-output correlation. Such models can be 681 

based on fixed non-composition-based yields (e.g., regardless of the input flow composition, there 682 
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is a fixed set of yields used for calculating each one of the pre-defined outputs), fixed composition-683 

based yields (i.e., similar to the distillation model in Equations (44) to (46), in which the outlet 684 

flows of distillates depend on the composition of the crude oil blend incoming to the CDU), 685 

process-based yields (i.e., that depend on a set of processing variables such as pressure and 686 

temperature) which can be composition-based or not, or any other representation that can 687 

accurately estimate the unit-operation outputs. In this work, the remaining processing units 688 

consider simplified correlations based on non-composition yields or process-based yields that 689 

depend on processing variables such as temperature. 690 

3.9 Objective function for the refinery scheduling optimization 691 

The objective function for the refinery scheduling optimization in Equation (47) maximizes the 692 

product revenues by subtracting the feedstock costs and a performance term for the CDU 693 

throughputs to minimize process fluctuations. 694 

𝑀𝑎𝑥 𝑍 = ∑ ( ∑ 𝑝𝑟𝑖𝑐𝑒̅̅ ̅̅ ̅̅ ̅𝑚,𝑡

𝑚∈𝑀𝑃𝑅

𝑥𝑚,𝑡 − ∑ 𝑝𝑟𝑖𝑐𝑒̅̅ ̅̅ ̅̅ ̅𝑚,𝑡

𝑚∈𝑀𝐹𝐸

𝑥𝑚,𝑡 − ∑ 𝑝𝑒𝑛̅̅ ̅̅ ̅𝑚

𝑚∈𝑀𝐶𝐷𝑈

𝑥𝑚,𝑡
𝐷𝐸𝑉)

𝑡

 (47) 

Where 𝑍 is the objective function to me maximized over the entire time horizon with time periods 695 

𝑡,  𝑝𝑟𝑖𝑐𝑒̅̅ ̅̅ ̅̅ ̅𝑚,𝑡 is the market value of each product 𝑚 ∈ 𝑀𝑃𝑅 or the cost of each feedstock 𝑚 ∈ 𝑀𝐹𝐸, 696 

𝑥𝑚,𝑡 are the amounts or flows of the respective products or feedstocks, 𝑝𝑒𝑛̅̅ ̅̅ ̅𝑚 is a penalty parameter 697 

introduced to manage the performance (i.e., for improved operating conditions) of distillation units 698 

𝑚 ∈ 𝑀𝐶𝐷𝑈, and 𝑥𝑚,𝑡
𝐷𝐸𝑉 is the deviation between the amount of crude processed in the distillation 699 

unit over consecutive time periods. In industrial operations, the operational conditions are expected 700 

to be as smooth as possible, without abrupt changes or variations that may compromise the process 701 

control within such highly dynamic environments. This performance term smooths the CDU 702 

throughputs 𝑥𝑚,𝑡 (𝑚 ∈ 𝑀𝐶𝐷𝑈) by calculating the variations of its adjacent amounts and minimizing 703 

the linear deviation of the flow in consecutive time periods. Then, 𝑥𝑚,𝑡
𝐷𝐸𝑉 = |𝑥𝑚,𝑡 − 𝑥𝑚,𝑡−1|. In 704 

order to achieve a linear formulation of such constraint, we propose the use of Equations (48) to 705 

(52) that introduce distinct terms 𝑥𝑚,𝑡
𝐷𝐸𝑉1 and 𝑥𝑚,𝑡

𝐷𝐸𝑉2 to represent penalties when the CDU flowrate 706 

increases or decreases, and constrain them accordingly. The upper bound �̅�𝑚,𝑡
𝑈  is the maximum 707 

flowrate of unit-operation 𝑚 ∈ 𝑀𝐶𝐷𝑈 at time period 𝑡. 708 

𝑥𝑚,𝑡
𝐷𝐸𝑉 = 𝑥𝑚,𝑡

𝐷𝐸𝑉1 + 𝑥𝑚,𝑡
𝐷𝐸𝑉2    ∀   𝑡 ≥ 2, 𝑚 ∈ 𝑀𝐶𝐷𝑈 (48) 

𝑥𝑚,𝑡
𝐷𝐸𝑉1 ≥ 𝑥𝑚,𝑡 − 𝑥𝑚,𝑡−1    ∀   𝑡 ≥ 2, 𝑚 ∈ 𝑀𝐶𝐷𝑈 (49) 

𝑥𝑚,𝑡
𝐷𝐸𝑉2 ≥ 𝑥𝑚,𝑡−1 − 𝑥𝑚,𝑡     ∀   𝑡 ≥ 2, 𝑚 ∈ 𝑀𝐶𝐷𝑈 (50) 

0 ≤ 𝑥𝑚,𝑡
𝐷𝐸𝑉1 ≤ �̅�𝑚,𝑡

𝑈      ∀   𝑡 ≥ 2, 𝑚 ∈ 𝑀𝐶𝐷𝑈 (51) 

0 ≤ 𝑥𝑚,𝑡
𝐷𝐸𝑉2 ≤ �̅�𝑚,𝑡

𝑈      ∀   𝑡 ≥ 2, 𝑚 ∈ 𝑀𝐶𝐷𝑈 (52) 
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4. State-of-the-art modeling and optimization of industrial-scale refinery scheduling 709 

The second main contribution of this work is the development of a state-of-the-art decision-making 710 

framework based on modeling and optimization algorithms to effectively solve industrial-scale 711 

refinery scheduling. Figure 5 provides a conceptual diagram that illustrates the core concepts 712 

employed in the proposed framework, which is introduced in Figure 6. In addition to the novel 713 

mathematical formulation developed for the refinery scheduling problem, the framework 714 

comprises a combination of computer-aided approaches such as phenomenological and temporal 715 

decompositions, linear reformulation of nonconvex blending equations, surrogate modeling 716 

techniques to represent complex processing units, a novel heuristic algorithm based on relaxation 717 

methods, a novel solving method to tackle NLP models, and rescheduling mechanisms. 718 

 719 

Figure 5: Conceptual diagram for the proposed framework. 720 
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 721 

Figure 6: Modeling and optimization framework for industrial-scale refinery scheduling 722 
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In the following we present a pseudo-code of the algorithm with further information on the 723 

capabilities employed within the framework. 724 

1) Call Pre-processing routine 725 

Define parameters and hyperparameters required (e.g., scheduling parameters, optimization gap for commercial solvers, 726 
tolerances, convergence criteria, etc.). 727 

Read incumbent data to establish initial process conditions (e.g., actual inventories, qualities, etc.). 728 

2) Call Temporal Decomposition (TD) routine 729 

2.1) Segregate the time horizon into multiple time chunks to be sequentially solved. The initial process conditions (i.e., 730 
inventories, qualities) of time chunk 𝑡𝑐 + 1 are the respective process conditions at the end of time chunk 𝑡𝑐. 731 

3) Call Phenomenological Decomposition (PD) routine 732 

3.1) Segregate the original MINLP model according to its quantity-logistics-quality phenomena into MILP (quantity and 733 
logistics) and NLP (quantity and quality) sub-models. 734 

3.2) Build quantity-logistics (MILP) sub-model by fixing/neglecting quality information, which ensures the variables, 735 
constraints, and objective function to be necessarily linear. 736 

4) Call Linear Reformulation (LR) routine 737 

4.1) Reformulate nonlinear blending equations in a linear fashion by introducing hypothetical slack/surplus variables. 738 
Such a heuristic procedure is applied only for the crude oil blending equations. 739 

4.2) Incorporate the linearized equations into the MILP sub-model to provide more accurate predictions. 740 

5) Call Relaxation Heuristic (RH) routine 741 

5.1) Segregate binary variables into core and non-core groups. 742 

5.2) Define or update the tolerance 𝛿. 743 

5.3) Relax the non-fixed binary variables from core group. 744 

5.4) Optimize the MILP sub-model. If convergence criteria are met, go to 5.5. Otherwise, go back to 5.2. 745 

5.5) Save incumbent MILP logistics solution (binary variables). 746 

6) Build NLP sub-model 747 

6.1) Build the quantity-quality NLP sub-model by fixing the previously saved logistics solution in the MINLP model. 748 

7) Call Surrogate Modeling (SM) routine 749 

7.1) Build or update surrogates according to a pre-defined criterion (upon changes in the distillation feed recipe). 750 

7.2) Replace processing unit equations by surrogate equations in the NLP sub-model. 751 

8) Call Nonlinear Programming Heuristic (NLPH) routine 752 

8.1) Define three classes of NLP sub-models. 753 

8.2) Solve 𝜎1 NLP sub-model based on user-defined starting points (e.g., personal knowledge or experience). 754 

8.3) Solve 𝜎2 NLP sub-models based on randomization of starting points. 755 

8.4) Solve 𝜎3 NLP sub-models using a warm-start procedure (the starting points are randomly generated around the 756 
optimal values of the best NLP solution found so far). 757 

8.5) The NLP solutions are sorted according to a performance factor (chosen as the objective function value) and the 758 
solution with best performance is saved. While the PD routine does not converge, the algorithm goes to Step 9 and 759 
subsequently returns to Step 3. While the TD routine does not converge, the algorithm returns to Step 2. 760 

9) Include quality information in the next PD iteration 761 
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While the phenomenological decomposition does not converge, quality decision variables from the incumbent NLP solution 762 
are saved and updated into the MILP problem of the next PD iteration in Step 3. 763 

10) Final Scheduling Solution 764 

Upon convergence of the temporal decomposition, the algorithm provides a solution for the original MINLP problem. Within 765 
each PD iteration, the best solution is selected and saved. Each TD iteration originates a piece of a solution, whereas the final 766 
scheduling solution is comprised of one or multiple pieces depending on the time horizon segregation in the TD routine. 767 

Some considerations with respect to the methods used in the framework are further discussed in 768 

the following. Prior to the algorithm initialization, we highlight the importance of coherent process 769 

topology as well as the selection of additional features such as model representation, scheduling 770 

parameters, and tuning hyperparameters that are relevant to achieve more efficient formulations. 771 

UOPSS Representation: It has been used in many works (Kelly et al., 2017; Brunaud et al., 2020; 772 

Zyngier et al., 2018) for large-scale applications and provides efficient capabilities for handling 773 

large number of variables and constraints. In fact, despite the introduction of auxiliary variables 774 

and constraints (which are not mandatory), it is apparent in many problems that the UOPSS leads 775 

to more tractable formulations that can be more easily and quickly solved by optimization solvers. 776 

Scheduling Parameters: An important consideration concerns the parameters to be determined 777 

prior to solving the scheduling problem, including the time horizon length, time-step size, number 778 

of time periods. Extensive testing was performed in this work with distinct scheduling parameters 779 

to evaluate the interplay among model size, optimization tractability, and solution quality. 780 

Rescheduling: The scheduling parameters play a key role in providing easier and smoother 781 

integration of the mathematical optimization core with the schedule implementation in the plant. 782 

The proposed framework enables a rescheduling mechanism that exploits the re-optimization in 783 

an online moving horizon fashion, in which plant data define the initial process conditions for the 784 

incumbent optimization. The idea of rescheduling has been previously discussed in Franzoi et al. 785 

(2021a) and provides significant operational benefits and economic gains.  786 

Algorithm hyperparameters: There are hyperparameters to be tuned in order to achieve efficient 787 

optimization of such large-scale and complex formulations. They are mostly associated with the 788 

modeling and solving strategies employed within the framework. This includes the convergence 789 

criteria for the phenomenological decomposition, time discretization in the temporal 790 

decomposition, segregation of variables and choice of tolerance in the relaxation heuristic, 791 

surrogate updating criteria in the surrogate modeling routine, MILP optimization gap, and the 792 

number of sequential NLP optimizations,. In the following we present a list of hyperparameters 793 

with further considerations and proper explanation for their respective choices. 794 

 𝜌𝑃𝐷 = 3: First convergence criterion (maximum number of iterations) in the phenomenological 795 

decomposition algorithm.  796 

 𝜙𝑃𝐷 = 0.1%: Second convergence criterion (minimum solution improvement from iteration 𝑡 to 797 

iteration 𝑡 + 1) in the phenomenological decomposition algorithm.    798 

 𝜏𝑇𝐷 = [1, 10]: Number of time chunks from the temporal decomposition. Distinct values of 𝜏𝑇𝐷 are 799 

considered over multiple scenarios. 800 
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 𝛿𝑁𝐿𝑃 = {0.025, 0.05, 0.10}: Range used for the starting points of decision variables in the third class 801 

of NLP optimizations. 802 

 𝛿𝑅𝐻 = {0.01, 0.05, 0.10}: Tolerance in the relaxation heuristic. It starts assuming an initial value of 803 

0.01, and reaches 0.10 over three iterations.   804 

 𝜎𝑆𝑀 = {0,1}: Binary variable to represent the need for surrogate model updating. This is triggered 805 

whenever there is arrival of new feedstocks, change in the qualities of feedstocks, or changes in the 806 

process conditions that impact the respective processing unit predictions. 807 

 휀𝑀𝐼𝐿𝑃 = 1.0%: Optimization gap in the MILP optimizations. 808 

 𝜂𝑁𝐿𝑃 = {1,3,3}: Number of sequential optimizations in each class of NLP sub-models. 809 

Temporal Decomposition: This is an efficient size-reduction technique, which should be carefully 810 

employed to avoid compromising the solution quality. Extensive testing was performed to 811 

understand the interplay among the model reduction from the temporal decomposition, the gains 812 

in terms of computational tractability, and the loss in terms of solution quality. This provides 813 

meaningful insights on how we can properly and effectively employ this method. 814 

Phenomenological Decomposition: This is similar to the heuristic developed in Menezes et al. 815 

(2015), which is shown to be appropriate for crude oil refinery scheduling problems. The MINLP 816 

model is partitioned and sequentially solved within an iterative procedure, which provides a 817 

solution approach for such an intractable large-scale nonconvex scheduling problem. 818 

Linear Reformulation: This linear reformulation of nonconvex blending equations has been shown 819 

in previous work (Kelly et al., 2018) to significantly improve the solution quality of the MILP sub-820 

models and to reduce the MILP-NLP decomposition gap. It provides quality information to the 821 

MILP sub-model, which leads to more realistic logistics solutions. 822 

Relaxation Heuristic: We propose a relaxation heuristic (RH) to tackle large-scale MIP problems. 823 

The number of binary variables is significantly reduced whereas sequentially solving multiple 824 

semi-relaxed MIP subproblems. This is a useful size-reduction method that requires careful 825 

calibration and consideration. Extensive testing was performed for the heuristic design and 826 

parameter calibration to ensure good cost-effectiveness in terms of achieving significant 827 

computational savings while maintaining the solution quality. The proposed relaxation heuristic is 828 

illustrated in Figure 7. 829 

The algorithm initializes segregating the binary variables from the MIP formulation (often 830 

associated with feedstocks, units, tanks, operations, and logistics constraints) into a core group A 831 

that includes setup and start-up variables, and a non-core group B that concerns logistic constraints. 832 

At each optimization, the non-fixed binary variables from core-group A are relaxed and the model 833 

is optimized. From the optimal solution, the binary variables from core-group A within a tolerance 834 

𝛿 are fixed to 1 and remain unchanged over future optimizations. While the convergence criteria 835 

for 𝛿 are not met, the algorithm iteratively updates the tolerance 𝛿 and re-optimizes the problem, 836 

until meeting any of the following criteria: a) δ reaches its upper bound; or b) all relaxed binaries 837 

are fixed. When the convergence criteria for 𝛿 are met, the problem is optimized one last time to 838 

determine the remaining decision variables in the problem. 839 



 

 

 

30 

 

 

 840 

Figure 7: Algorithm for the proposed relaxation heuristic. 841 

Surrogate Modeling: A surrogate model building methodology from Franzoi et al. (2020) is used 842 

to build surrogates for the crude distillation unit, which is the most important processing unit in 843 

crude oil refinery operations. The method estimates the yields and properties of distillates using 844 

the crude oil assay and the hypothetical improved swing-cuts as input training variables. They are 845 

built through measurement feedback by using simulated data. The method is shown to be efficient 846 

and provides highly reliable surrogates, which can be properly integrated into scheduling problems 847 

with minimal increase in the simulation and optimization effort and data requirements. In addition, 848 

the surrogates can be updated according to relevant criteria for enhanced predictions.  849 

Nonlinear Programming Heuristic: It is well known that starting points for decision variables play 850 

a key role in nonlinear optimization problems, especially when there are highly nonlinear or 851 

nonconvex terms. This affects the effort needed to find optimal solutions and typically leads to 852 

poor or infeasible solutions when the starting points are not properly chosen. Because of the 853 

complexity of the formulation addressed herein, which might often lead to poor convergence, we 854 

developed a heuristic routine for solving the NLP sub-models. Concepts of exploration and 855 

exploitation search procedures (see Franzoi et al., 2021c) are employed to systematically manage 856 

the selection of starting points for the decision variables. The idea consist of an initial wide search 857 

across the entire space to identify a potentially good source of solutions, and then subsequently 858 

look for better solutions in this particular region.  859 

Within the proposed NLPH routine, three classes of NLP sub-models are defined, in which the 860 

difference among them is the selection of starting points. The hyperparameters that represent the 861 

number of instances to be optimized for each class of NLP sub-problem respectively are 𝜂1
𝑁𝐿𝑃 =862 

1, 𝜂2
𝑁𝐿𝑃 = 3, and 𝜂3

𝑁𝐿𝑃 = 3. The first class considers starting points defined by the user (typically 863 

the scheduler). If such information is missing, the algorithm retrieves the last set of optimal starting 864 

points used in the previous optimization (if available), or simply skips this step. The solution 865 

quality from the NLP optimization strongly relies on how good the starting points are, which 866 

represents a potential to quickly achieve fairly good solutions in early stages of the algorithm. 867 
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The second class regards the exploration search, in which a combination of fixed and randomized 868 

values is employed. The user has flexibility to determine fixed values for any decision variables 869 

based on plant requirements, personal knowledge, or other reliable source of information. The 870 

starting point 𝑑𝑣̅̅̅̅ 𝑆𝑃 for each remaining variable 𝑑𝑣 is calculated according to Equation (53), which 871 

uniformly lies between the lower and upper bounds 𝑑𝑣̅̅̅̅ 𝐿 and 𝑑𝑣̅̅̅̅ 𝑈 by generating a random number 872 

𝑟𝑎𝑛𝑑 = [0,1]. A total of 𝜂2
𝑁𝐿𝑃 optimizations are performed. 873 

𝑑𝑣̅̅̅̅ 𝑆𝑃 =  𝑟𝑎𝑛𝑑 (𝑑𝑣̅̅̅̅ 𝑈 − 𝑑𝑣̅̅̅̅ 𝐿) + 𝑑𝑣̅̅̅̅ 𝐿 (53) 

The best solution found from the previous optimizations is saved, which comprises the value of 874 

each decision variable 𝑑𝑣𝑜𝑝𝑡. The third class relies on a hybrid idea of exploitation with 875 

randomized search, in which the best solution found provides insights for further exploring the 876 

optimization space. The starting point of each variable 𝑑𝑣 is randomly chosen to be as in Equation 877 

(54) but subject to the hard bounds in Equation (55). The random number 𝑟𝑎𝑛𝑑 = [0,1] is 878 

multiplied by a hyperparameter 𝛿𝑁𝐿𝑃 = {0.025, 0.05, 0.10} associated with each of the 𝜂3
𝑁𝐿𝑃 = 3 879 

optimizations performed for the third class of NLP sub-models. 880 

𝑑𝑣̅̅̅̅ 𝑆𝑃 = 𝑑𝑣𝑜𝑝𝑡 ∗ (1 + 𝛿𝑁𝐿𝑃(2 ∗ 𝑟𝑎𝑛𝑑 − 1)) (54) 

𝑑𝑣̅̅̅̅ 𝐿 ≤ 𝑑𝑣̅̅̅̅ 𝑆𝑃 ≤ 𝑑𝑣̅̅̅̅ 𝑈 (55) 

The large degree of nonconvexity typically found in refinery scheduling problems leads to a large 881 

number of local optima. This solving procedure provides an efficient fashion to search the 882 

neighborhood of the incumbent solution as an alternative to tackle highly nonconvex problems. 883 

5. Example: Large-scale refinery scheduling optimization 884 

The proposed framework is employed to solve a large-scale integrated refinery scheduling problem 885 

which comprises the entire refinery value chain, i.e., crude oil scheduling, production network, 886 

and product blending network. Specifically, the problem topology considers accurate blending and 887 

processing networks that are coherent with the physical configuration in the refinery process. This 888 

includes the modeling of blending operations with continuous blender units instead of batch 889 

mixtures, the inclusion of tanks prior processing units to provide scheduling flexibility, cascaded 890 

distillation network with detailed crude-oil assay, a complex processing network of unit-891 

operations, and product blending network for production of fuels. 892 

5.1 Problem statement 893 

The refinery network is illustrated in Figure 2. The crude oil scheduling segment includes 12 crude 894 

oil feedstocks, 12 storage tanks, 2 blenders, 4 feed tanks, and a distillation network with 5 towers, 895 

namely, two atmospheric distillation units, vacuum distillation unit, flash distillation unit, and 896 

debutanizer unit. A crude oil assay is used for the calculation of crude oil yields, compositions, 897 

and properties, in which a micro-cut distribution (segmented into 10 ºC fractions) is considered. 898 

Details on the micro-cut calculation and distribution can be found in Menezes et al. (2013). The 899 
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production network includes fluid catalytic cracking unit, hydrotreaters for coker light naphtha, 900 

light cracked naphtha, and diesel, delayed coking unit, two debutanizers, superfractionator, and 901 

catalytic reformer unit. The product blending network includes three blenders for gasoline, diesel, 902 

and fuel oil to mix intermediate process streams with boosters for final product specification. A 903 

comprehensive explanation of the refinery network, discussing the resources, products, unit-904 

operations, and production process can be found in the Supplementary Material B. 905 

The mathematical formulation for the scheduling problem requires information related to: 906 

 Inventory capacity of tanks 907 

 Flowrate capacity of processing units 908 

 Feedstocks (availability and market value) 909 

 Products (demand, market value, and quality specifications) 910 

 Initial inventories and qualities of materials throughout the plant 911 

 Crude oil assay that contains quality information of compositions, yields, and properties 912 

over all micro-cut fractions of feedstocks.  913 

The values adopted for such parameters are used in Table 1 (inventory capacity of tanks), Table 2 914 

(flowrate capacity of processing units), Table 3 (information of feedstocks), Table 4 (information 915 

of products), and Table 5 (initial inventories and qualities). 916 

 917 
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Table 1: Parameters for the inventory capacity of tanks. 933 

Unit name Unit description Capacity (𝐾𝑏𝑏𝑙) 

CLNHTTK Feed tank for the coker light naphtha hydrotreating unit [0, 100] 

COKETK Coke storage tank [0, 100] 

CRUTK Feed tank for the catalytic reformer unit [0, 100] 

DCUTK Feed tank for the delayed coker unit [0, 100] 

DHTTK Feed tank for the diesel hydrotreating unit [0, 100] 

DTK Diesel storage tank [0, 100] 

DTK2 Feed tank for the debutanizer unit (DEB2) [0, 100] 

DTK3 Feed tank for the debutanizer unit (DEB3) [0, 100] 

FCCUTK Feed tank for the fluid catalytic cracking unit [0, 100] 

FT1 to FT4 Crude oil feed tanks [0, 200] 

FTK Fuel oil storage tank [0, 100] 

GTK Gasoline storage tank [0, 100] 

LCNHTTK Feed tank for the light cracked naphtha hydrotreating unit [0, 100] 

SFRTK Feed tank for the superfractionation unit [0, 100] 

ST1 to ST12 Crude oil storage tanks [0, 200] 

VT1 to VT2 Feed tank for the vacuum distillation unit [0, 200] 

 934 

Table 2: Parameters for the flowrate capacity of processing units. 935 

Unit name Unit description 
Flowrate Capacity 

(𝐾𝑏𝑏𝑙/𝑑𝑎𝑦) 

BL1 and BL2 Crude oil blender units [0, 100] 

CDU1 and CDU2 Crude oil distillation units [50, 80] 

CLNHT Coker light naphtha hydrotreating unit [0, 50] 

CRU Catalytic reformer unit [0, 50] 

DBL Diesel blender unit [0, 100] 

DCU Delayed coker unit [0, 80] 

DEB1 Debutanizer unit [0, 20] 

DEB2 Debutanizer unit [0, 80] 

DEB3 Debutanizer unit [0, 50] 

DHT Diesel hydrotreating unit [0, 80] 

FBL Fuel oil blender unit [0, 100] 

FCCU Fluid catalytic cracking unit [40, 80] 

FDU Flash distillation unit [50, 100] 

GBL Gasoline blender unit [0, 100] 

LCNHT Light cracked naphtha hydrotreating unit [0, 50] 

SFR Superfractionation unit [0, 20] 

VDU Vacuum distillation unit [60, 90] 
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Table 3: Parameters for the availability, quality, and market value of feedstocks. 936 

Unit name Unit description 
Availability 

(𝐾𝑏𝑏𝑙) 

Specific 

gravity  

(𝑘𝑔/𝑚3) 

Sulfur 

concentration 

(𝑤𝑒𝑖𝑔ℎ𝑡 %) 

Market 

value 

($/𝑏𝑏𝑙) 

AR_IMP 
Atmospheric residue 

(imported) 
200 0.9000 0.5000 -35   

CO1 Crude oil C1 500 0.8894 0.5025 -65 

CO2 Crude oil C1 500 0.8894 0.5025 -51 

CO3 Crude oil C2 500 0.9291 0.6077 -56 

CO4 Crude oil C2 500 0.9291 0.6077 -71 

CO5 Crude oil C3 500 0.9162 0.2310 -77 

CO6 Crude oil C3 500 0.9162 0.2310 -70 

CO7 Crude oil C4 500 0.8766 0.3443 -66 

CO8 Crude oil C4 500 0.8766 0.3443 -50 

CO9 Crude oil C5 500 0.7990 0.0487 -57 

CO10 Crude oil C5 500 0.7990 0.0487 -70 

CO11 Crude oil C6 500 0.9014 0.5188 -75 

CO12 Crude oil C6 500 0.9014 0.5188 -72 

ETOH Ethanol (imported) 100 0.7800 0.0000 -100 

ISOOCTANE Isooctane (imported) 100 0.6900 0.0000 -500 

Table 4: Parameters for the demand, quality specification, and market value of products. 937 

Unit name Unit description 

Minimum 

Production 

(K𝑏𝑏𝑙/day) 

Specific 

gravity   

(𝑘𝑔/𝑚3) 

Sulfur 

concentration 

(𝑤𝑒𝑖𝑔ℎ𝑡 %) 

Market 

value 

($/𝑏𝑏𝑙) 

BUTANE Butane storage sink 10 0.90 0.20 55 

COKE Coke storage sink - 0.90 0.90 30 

DIESEL Diesel storage sink 60 0.90 0.01 110 

FG Fuel gas storage sink - 0.90 0.00 10 

FO Fuel oil storage sink 50 1.10 0.60 70 

GASOLINE Gasoline storage sink 40 0.90 0.01 140 

LPG 
Liquefied petroleum gas 

storage sink 
- 0.90 0.01 50 

LN Light naphtha storage sink - 0.90 0.01 115 

PROPANE Propane storage sink - 0.90 0.01 55 

PROPYLENE Propylene storage sink - 0.90 0.01 60 

 938 

 939 

 940 
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Table 5: Parameters for the initial inventories and qualities of tanks and pools. 941 

Unit name 
Initial inventory 

(𝑚3) 

Crude oil 

composition 

Specific gravity 

(𝑘𝑔/𝑚3) 

Sulfur concentration 

(𝑤𝑒𝑖𝑔ℎ𝑡 %) 

CLNHTTK 10 - 0.7200 0.1000 

COKETK 10 - 0.9000 0.9000 

CRUTK 10 - 0.8000 0.1000 

DCUTK 10 - 0.9000 0.2000 

DHTTK 10 - 0.8500 0.3200 

DTK 10 - 0.8000 0.0200 

DTK2 10 - 0.8000 0.0200 

DTK3 10 - 0.8000 0.0200 

FCCUTK 10 - 0.9000 0.7000 

FT1 150 C1 0.8894 0.5025 

FT2 10 C1 0.8894 0.5025 

FT3 150 C1 0.8894 0.5025 

FT4 10 C1 0.8894 0.5025 

FTK 10 - 1.0000 0.7000 

GTK 10 - 0.4000 0.0100 

LCNHTTK 10 - 0.8000 0.1000 

SFRTK 10 - 0.8500 0.0100 

ST1 200 C1 0.8894 0.5025 

ST2 200 C1 0.8894 0.5025 

ST3 10 C2 0.9291 0.6077 

ST4 10 C2 0.9291 0.6077 

ST5 100 C3 0.9162 0.2310 

ST6 10 C3 0.9162 0.2310 

ST7 10 C4 0.8766 0.3443 

ST8 200 C4 0.8766 0.3443 

ST9 10 C5 0.7990 0.0487 

ST10 10 C5 0.7990 0.0487 

ST11 200 C6 0.9014 0.5188 

ST12 200 C6 0.9014 0.5188 

VT1 50 C1 0.8894 0.5025 

VT2 10 C1 0.8894 0.5025 

5.2 Computational experiments 942 

The mathematical formulation is built in the commercial modeling and solving platform IMPL 943 

(Industrial Modeling & Programming Language). The MILP formulation is solved using the 944 

commercial optimization solver Gurobi 9.1.1. The NLP formulation is first linearized through a 945 

sequential linear programming (SLP) algorithm in a pre-processing stage, followed by the 946 

optimization using Gurobi. The machine used is an Intel Core i7 with 2.7 GHz and 16 GB RAM. 947 

The total computational time allotted for optimization is 36,000 seconds. 948 
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The framework is tested over a large-scale scheduling optimization problem based on the refinery 949 

network in Figure 2. Multiple scenarios are designed and solved to investigate the computational 950 

tractability and solution quality under distinct conditions, i.e., different model sizes, scheduling 951 

parameters, and framework hyperparameters. While larger time horizon length and small time-952 

step size are anticipated to improve profitability, they scale with the model size and therefore 953 

should be carefully tuned to provide timely solutions. The scenarios are shown in Table 6 with 954 

their respective total time horizon length, segmented time horizon length, and time-step size. The 955 

temporal decomposition routine segregates the total time horizon in smaller time chunks. The 956 

objective function for the profit maximization and the central processing unit (CPU) time are 957 

reported as well. Among the scenarios proposed, the largest MINLP formulation considers time 958 

horizon of 30 days and time-step of 2 hours, in a total of 360 time periods. There are around 70,000 959 

continuous and 50,000 binary variables, 180,000 constraints and 90,000 degrees of freedom.  960 

Table 6: Scenarios proposed for the refinery scheduling problem. 961 

Scenario 
Time Horizon 

(days) 

Segmented Time 

horizon (days) 

Time-Step 

(hours) 

Objective Function 

(103 US$) 
CPU (s) 

1a 10 10 24 100,079 23 

1b 10 5 24 98,351 14 

2a 15 15 24 130,969 551 

2b 15 5 24 123,707 22 

3a 20 20 24 157,786 1,346 

3b 20 5 24 150,718 30 

4a 25 25 24 188,103 2678 

4b 25 5 24 175,698 41 

5a 30 30 24 218,270 4,498 

5b 30 5 24 206,143 58 

5c 30 3 24 194,222   44 

6a 30 30 12 233,760 36,000+ 

6b 30 5 12 223,060 851 

6c 30 3 12 207,905 437 

7a 30 30 8 244,615 36,000+ 

7b 30 5 8 239,152 1,806 

7c 30 3 8 235,800 730 

8a 30 30 4 252,754 36,000+ 

8b 30 5 4 245,002 3,265 

8c 30 3 4 241,780 2,285 

8d 30 1 4 225,488 254 

9a 30 30 2 255,899 36,000+ 

9b 30 5 2 253,990 5,108 

9c 30 3 2 252,568 3,734 

9d 30 1 2 234,217 760 

The original MINLP formulation is large in size and highly complex given the high degree of 962 

nonlinearities and nonconvexities, mostly from the blending equations. The largest scenario 963 
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considers hundreds of thousands of variables and constraints in a nonconvex MINLP formulation, 964 

which is successfully solved by the proposed framework in reasonable computational time.  965 

Table 6 indicates flexibility regarding the selection of appropriate scheduling parameters according 966 

to the computational limitations and requirements towards online scheduling strategies. The 967 

selection of scheduling parameters is key for achieving proper trade-off. For example, an optimal 968 

solution of $239M was found in 30 minutes using time-steps of 8 hours; and an optimal solution 969 

of $252M was found in 60 minutes using time-steps of 2 hours. If the total optimization time 970 

requires too much effort (e.g., above 2ℎ), online scheduling procedures may not be appropriate. In 971 

this context, Scenarios 9a, 9b, and 9c are potential solution candidates to be implemented in the 972 

plant. In general, large time horizon and small time-steps provided significant improvements in 973 

the solution quality.  974 

Some results from Table 6 are plotted for easier visualization and comparison. Figure 8 illustrates 975 

the computational time and the objective function to be maximized over the increase in the total 976 

time horizon length for Scenarios 1a, 2a, 3a, 4a, 5a. Figure 9 illustrates the computational time (a) 977 

and the objective function to be maximized (b) over the decrease in the time-step size for all 978 

scenarios with 30-days time horizon. The black line with circular markers represents Scenarios 5a, 979 

6a, 7a, 8a, 9a (no time segmentation); the blue line with triangle markers represents Scenarios 5b, 980 

6b, 7b, 8b, 9b (time horizon segmentation of 5 days for each subproblem); and the red line with 981 

square markers represents Scenarios 5c, 6c, 7c, 8c, 9c (time horizon segmentation of 3 days for 982 

each subproblem). 983 

  

Figure 8: Solution statistics for the: a) computational time and b) objective function over the 984 

variation of the time horizon length. 985 
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Figure 9: Solution statistics for the: a) computational time and b) objective function over the 986 

variation of the time-step size. 987 

The results shown in Table 6 and Figures 8 and 9 illustrate how the scheduling solution is affected 988 

by decision-making methods and the calibration of parameters and hyperparameters, which is 989 

particularly important toward establishing metrics that are relevant for the application and 990 

implementation in industrial processes. This includes identifying a proper interplay among the 991 

characteristics of the problem to be solved, the scheduling parameters (e.g., time representation, 992 

time horizon length, time-step size), and a combination of mathematical optimization techniques. 993 

The algorithmic and computational methods comprised in the decision-making framework 994 

developed herein enable solving otherwise intractable large-scale scheduling problems, whereby 995 

providing reasonably quick solutions to be carried out in a rescheduling fashion. 996 

Franzoi and Menezes (2022) provide some quantitative insights on the impact of scheduling 997 

parameters and rescheduling strategies for typical blend scheduling problems. The scheduling 998 

horizon is critical for anticipating spot market opportunities and providing more flexible solutions 999 

to handle distinct scenarios that may happen in the plant (e.g., demand peaks, maintenance of 1000 

units). In this context, the selection of large time horizon length (e.g., 30 days) for scheduling 1001 

applications is especially relevant. The selection of the time-step size is particularly important from 1002 

an operational perspective. The comparison among Scenarios 5a to 9a, 5b to 9b, and 5c to 9c, 1003 

indicates significant improvements in the scheduling solution as the time-step size is decreased 1004 

from 24ℎ to 2ℎ. Small time-steps provide improved decision-making from the additional degrees 1005 

of freedom in the optimization, which results in better management of resources and production 1006 

profile.  1007 

The importance of employing small time-steps also affects re-optimization features toward 1008 

achieving online scheduling solutions. The solution from Scenario 9b (in which a 2ℎ time-step 1009 

scheduling model is solved in less than 2ℎ) allows addressing online scheduling approaches, 1010 

whereby the solution is continuously updated within a moving horizon fashion. In such an 1011 

approach, at certain instants of time (e.g., every 2ℎ or upon event triggering), the incumbent status 1012 

of the system is assessed, additional information including noises and disturbances and evaluated 1013 

and added to the model, and the system is re-optimized (similarly to the method developed in 1014 

Franzoi et al., 2021a). Such insights highlight the usefulness of efficient methodologies to tackle 1015 
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industrial problems whereas providing solution approaches that are implementable and can be 1016 

further adjusted to meet the industrial needs in terms of operations, constraints, and requirements. 1017 

Importantly, the solution approach should be chosen according to the specific needs of the industry 1018 

or process and the scheduling decision-making core should be coordinated with the plant 1019 

operations. For example, small time-steps are only useful if the solution can be properly 1020 

implemented in a timely manner; large time horizon requires reliable information about the market 1021 

and operations over the upcoming near future; and online scheduling strategies are leveraged with 1022 

a sufficient degree of automation and measurement systems. It is also worth highlighting the 1023 

importance of such features for the long-term investment planning, which concerns a multi-level 1024 

and multi-scope decision-making. The optimization scenarios solved in this work provide 1025 

meaningful insights associated with the benefits of better scheduling, which is especially helpful 1026 

in operational and economic analyses toward smarter investment planning. Such considerations 1027 

are fundamental to further enhance the performance of industrial processes. 1028 

6. Main remarks and contributions of this work 1029 

There has been recent research and technological advancements in computer power, solution 1030 

algorithms, and decision-making with applications in computer-aided and process systems 1031 

engineering. Toward further breakthroughs in these field, we address the modeling and 1032 

optimization of industrial-scale refinery scheduling applications. The main contributions of this 1033 

work are threefold. First, we discuss the state-of-the-art limitations of industrial-scale refinery 1034 

scheduling and we provide an overview of efficient modeling and algorithmic methods for tackling 1035 

this problem. Second, we present a novel mathematical model that that accurately represents 1036 

refinery scheduling operations considering a full-scope refinery topology and relevant operational 1037 

constraints. Third, we propose a novel decision-making framework based on mathematical 1038 

modeling and optimization capabilities to solve industrial-scale nonconvex MINLP refinery 1039 

scheduling systems. To the best of our knowledge, this is the first work that proposes tackling and 1040 

solving refinery scheduling problems in such a scope, complexity, and size. 1041 

The framework leverages the use of mathematical optimization and algorithmic methods by 1042 

combining modeling approaches (process design, model decompositions), solving strategies 1043 

(rescheduling procedures, heuristic algorithms), and machine learning regression (reduced-order 1044 

models). It successfully solves an industrial-size refinery scheduling problem formulated as a 1045 

nonconvex mixed-integer nonlinear programming (MINLP) model, providing more efficient 1046 

scheduling operations and higher profitability. The formulation is coherent with industrial 1047 

applications in terms of operational constraints, complexity, and size. From the results presented 1048 

herein, we anticipate promising research on the development of solution methods that enhance 1049 

industrial decision-making in the process systems engineering field. 1050 
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6.1 Future outlook on industrial-scale refinery scheduling optimization 1051 

We highlight six features that should be considered toward the future generation of scheduling 1052 

technology for improved refinery decision-making. From a modeling perspective, this includes the 1053 

consideration of an integrated refinery scheduling network, realistic mathematical formulation 1054 

based on plant requirements, and accurate process-unit predictions. From a solving perspective, 1055 

this includes optimization decision-making, consideration of scheduling parameters, and re-1056 

optimization mechanisms. 1057 

1. Integrated Network: Simultaneously solving an integrated problem including crude oil 1058 

scheduling, processing network, and product blending network in the same formulation, 1059 

exploits additional degrees of freedom and leads to improved decision-making. 1060 

2. Realistic Formulation: The scheduling formulation needs to be coherent with the 1061 

operational requirements and limitations in the plant. Realistic models lead to realistic 1062 

schedules that are more easily and smoothly implemented. 1063 

3. Accurate Predictions: Process unit models need to be represented in an accurate yet 1064 

tractable fashion. Surrogate modeling plays an important role in the integration between 1065 

process unit models and refinery scheduling optimization. 1066 

4. Optimization Decision-making: Refinery scheduling has been transitioning from trial-1067 

and-error to simulation-aided and more recently to optimization-aided decision-making. 1068 

Optimization methods are key to manage complex operations and maximize profitability. 1069 

5. Scheduling Parameters: Tuning scheduling parameters (e.g., time-step, time horizon, 1070 

rescheduling frequency) provides better solution and easier implementation in the plant. 1071 

Trade-offs between solution quality and computational tractability must be assessed. 1072 

6. Rescheduling: Mechanisms to re-optimize and automate the scheduling decision-making 1073 

provide efficient and timely capabilities for managing such complex and uncertain process. 1074 

The development of advanced computer-aided optimization decision-making is fundamental for 1075 

further advances in the process systems engineering field, and the abovementioned features are 1076 

key toward state-of-the-art improvements in refinery scheduling decision-making. An efficient 1077 

decision-making framework that comprises accurate formulations and computer-aided solving 1078 

algorithms enables improved solutions for refinery scheduling, with higher efficiency and lower 1079 

costs. Proper assessment of scheduling parameters and tuning the framework hyperparameters 1080 

provides a proper trade-off between solution quality and computational effort that enables its 1081 

application for industrial operations. 1082 
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Supplementary Material 1220 

A. Illustrative Example: UOPSS-based network 1221 

The blend scheduling network shown in Figure A1 is used to illustrate some specificities of the 1222 

UOPSS representation. There are sources of feedstocks such as marine vessels or pipelines (R1 to 1223 

R3) supplying a crude oil refinery. These source objects are typically continuous incoming flows 1224 

of material. In such a process, crude oils with distinct compositions and properties are stored, 1225 

blended, and processed in crude oil distillation units (CDU) to be physically segregated into 1226 

multiple distillates, namely, fuel gas (FG), liquid petroleum gas (LPG), light naphtha (LN), heavy 1227 

naphtha (HN), kerosene (K), light diesel (LD), heavy diesel (HD), and atmospheric residuum 1228 

(ATR). The distillates undergo several chemical and physical operations to be transformed into 1229 

refined products with increased economic value. At the end of the refinery site, blend stations mix 1230 

the intermediate products with boosters to ensure proper product quality specification 1231 

 1232 

 Figure A1: Illustrative blend scheduling problem network. 1233 

Let us consider a piece of the network in Figure A1 comprised of a) blender unit (BL) with 1234 

operational mode (A), out-port (𝑜𝑎), and no associated state, and b) feed tank (F1) with no 1235 

operational mode, in-port (𝑖𝑓1), and no associated state. Both unit-operations have binary 1236 

variables, and they can operate (e.g., receive, process, or send material) only if/when their binaries 1237 

are active (i.e., if both are operating). There are material flows outgoing from the blender unit and 1238 

incoming to the tank, which are modeled using continuous and binary variables. It is similar for 1239 

the connection between the two flows, whereby the outgoing flow from the blender is actually the 1240 

incoming flow to the tank. Traditional mathematical formulations model the flow between the 1241 

blender and the tank using a single continuous variable, and typically do not consider binary 1242 

variables. However, the UOPSS representation introduces binaries for the UO groups (blender and 1243 

tank) and UOPS-UOPS group (connection stream); and continuous variables for the UO groups 1244 

(blender and tank), UOPS groups (flow outgoing from the blender and flow incoming from the 1245 

tank), and UOPS-UOPS group (for the material consistency between the UOPS flows). In this 1246 

example, the continuous variables are associated with material flows, although it is also valid for 1247 

compositions, properties, and other types of information as well. 1248 
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B. Crude oil refinery network 1249 

The topology of the crude oil refinery network is presented in Figure 2. There are 12 crude oil 1250 

feedstocks (CO1 to CO12) that continuously arrive through refinery terminals. They are stored in 1251 

12 storage tanks (ST1 to ST12) connected to the blenders (BL1 and BL2). The blend recipe is 1252 

stored in the feed tanks (FT1 to FT4) to be processed in the distillation network. The cascaded 1253 

distillation system is comprised of atmospheric distillation units (CDU1 and CDU2), vacuum 1254 

distillation unit (VDU), flash distillation unit (FDU), and debutanizer tower (DEB). The distillation 1255 

segregates the complex crude oil blend into crude oil fractions, hereinafter referred to as distillates. 1256 

A crude oil assay is used for the calculation of crude oil yields, compositions, and properties, in 1257 

which a micro-cut distribution (segmented into 10 ºC fractions) is considered. The production of 1258 

distillates requires the temperature cutpoints to determine the aggregation of the micro-cuts to the 1259 

distillates. Details on micro-cuts calculation and distribution can be found in Menezes et al. (2013). 1260 

Most distillates require further processing in a complex network of unit-operations based on 1261 

physical separation and chemical transformation processes, whereby enhancing their quality and 1262 

economic value. This includes the fluid catalytic cracking unit (FCCU), hydrotreaters for coker 1263 

light naphtha (CLNHT), light cracked naphtha (LCNHT), and diesel (DHT), delayed coking unit 1264 

(DCU), debutanizers (DEB2 and DEB3), superfractionator (SFR), and catalytic reformer unit 1265 

(CRU). The product-edge of the network is comprised of additional blenders to mix intermediate 1266 

streams with boosters for final product specification that meets market and contractual 1267 

requirements. There are blenders for gasoline (GBL), diesel (DBL), and fuel oil (FBL). 1268 

The flash distillation unit (FDU) segregates the crude oil blend to light and heavy fractions 1269 

respectively sent to the debutanizer tower DEB1 and crude distillation unit CDU1. The debutanizer 1270 

DEB1 produces fuel gas (FG), liquefied petroleum gas (LPG), and light naphtha (LN). The 1271 

distillation CDU1 produces heavy naphtha (HN), kerosene (KE), light diesel (LD), heavy diesel 1272 

(HD), and atmospheric residue (AR). The distillation column CDU2 produces fuel gas, liquefied 1273 

petroleum gas, light naphtha, heavy naphtha, kerosene, light diesel, heavy diesel, and atmospheric 1274 

residue. The fuel gas and liquefied petroleum gas produced in these units are sent to product 1275 

storage sink (FG and LPG, respectively). Light naphtha is sent either to a product storage sink 1276 

(LN) or to a coker light naphtha hydrotreating system (tank CLNHTTK and hydrotreater CLNHT). 1277 

Heavy naphtha is sent to a diesel blender (DBL). Kerosene, light diesel, and heavy diesel are sent 1278 

to a diesel hydrotreating system (tank DHTTK and hydrotreater DHT). The atmospheric residue 1279 

is sent to storage tanks (V1 and V2) to further feed the vacuum distillation unit (VDU). The feeding 1280 

for the vacuum distillation includes the atmospheric residue from the CDUs, in addition to an 1281 

external (imported) feed stored in a pool (AR_IMP). The VDU produces light vacuum gas oil 1282 

(LVGO), heavy vacuum gas oil (HVGO), and vacuum residue (VR). The vacuum gas oils are sent 1283 

to the fluidized catalytic cracking unit (tank FCCUTK and column FCCU) and the vacuum residue 1284 

is sent to the delayed coking unit (tank DCUTK and column DCU). 1285 

The fluidized catalytic cracking unit (FCCU) produces fuel gas, liquefied petroleum gas, light 1286 

cracked naphtha (LCN), heavy cracked naphtha (HCN), light cycle oil (LCO), and decanted oil 1287 
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(DO). Fuel gas is sent to the product storage sink. Liquefied petroleum gas is sent to a debutanizer 1288 

unit for stabilization, composed of a tank (DEBTK) and a debutanizer column (DEB2). Light 1289 

cracked naphtha is sent to a hydrotreating system (tank LCNHTTK and hydrotreater LCNHT). 1290 

Heavy cracked naphtha and light cracked oil are sent to a fuel oil blender (FBL). Decanted oil is 1291 

sent to the delayed coking unit (tank DCUTK and delayed coking unit DCU).  1292 

The delayed coking unit (DCU) processes vacuum residue and decanted oil to produce fuel gas, 1293 

liquefied petroleum gas, coker light naphtha (CLN), coker heavy naphtha (CHN), coker light gas 1294 

oil (CLGO), coker medium gas oil (CMGO), coker heavy gas oil (CHGO), and coke. Fuel gas and 1295 

liquefied petroleum gas are sent to product storage sinks. Coker light naphtha is sent to a 1296 

hydrotreatment system (tank CLNHTTK and hydrotreater CLNHT). Coker heavy naphtha, coker 1297 

light gas oil, and coker medium gas oil are sent to the fuel oil blender (FBL). Coker heavy gas oil 1298 

is sent to the FCCU. The coke produced is sent to a tank (COKETK) and later stored in a coke 1299 

reservoir (COKE).  1300 

The liquefied petroleum gas from FCCU and DCU is sent to a debutanizer system comprised of a 1301 

tank (DTK2) and a debutanizer tower (DEB2), which segregates the molecules into propane (C3) 1302 

and butane (C4). The propane stream is further processed in a superfractionation system comprised 1303 

of a tank (SFRTK) and a superfractionation unit (SFR), which segregates the molecules into 1304 

propylene and pure propane. The propylene, propane, and butane final products are sent to storage 1305 

sinks for distribution (PROPYLENE, PROPANE, and BUTANE, respectively). 1306 

Light naphtha from DEB1 and coker light naphtha from DCU are sent to a coker light naphtha 1307 

hydrotreating system comprised of a tank (CLNHTTK) and a hydrotreater (CLNHT). The light 1308 

hydrotreated naphtha is sent to a debutanizer system for the stabilization of naphtha, which is 1309 

comprised of a tank (DEBTK) and a debutanizer column (DEB3). The output fractions are light 1310 

naphtha, which is sent either to a naphtha storage tank (LN) or to a gasoline blender (GBL); heavy 1311 

naphtha, sent to a catalytic reform system (tank CRUTK and processing unit CRU); and gas oil, 1312 

sent to the diesel blender (DBL). The heavy naphtha is processed in the catalytic reformer unit and 1313 

is subsequently sent to the blender GBL for gasoline production. 1314 

The cracked light naphtha hydrotreatment system is comprised of a tank (LCNHTTK) and a 1315 

hydrotreater (LCNHT) to process light cracked naphtha from the FCCU. The hydrotreated naphtha 1316 

is further blended in the gasoline blender (GBL) with other naphtha streams, in addition to ethanol 1317 

and isooctane (from the imported sources ETOH and ISOOCTANE) for gasoline production and 1318 

specification. The final gasoline product is stored in a tank (GTK) and later sent to a gasoline 1319 

storage sink for distribution (GASOLINE). 1320 

The diesel hydrotreating system is comprised of a tank (DHTTK) and a hydrotreater (DHT), in 1321 

which multiple intermediate kerosene and diesel streams are hydrotreated. The hydrotreated diesel 1322 

is further blended in the diesel blender (DBL) with heavy naphtha from the distillation units and 1323 

gas oil from the debutanizer DEB3 for diesel production specification. The final diesel product is 1324 

stored in a tank (DTK) and sent to a diesel storage sink for distribution (DIESEL). 1325 
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Multiple refinery streams, including heavy cracked naphtha, light cycle oil, vacuum residue, coker 1326 

heavy naphtha, coker light gas oil, and coker medium gas oil, are sent to a fuel oil blender (FBL) 1327 

for the production and specification of fuel oil. The final fuel oil product is stored in a tank (FTK) 1328 

and sent to a storage sink for distribution (FO). 1329 

 1330 


