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Abstract

This work presents a review of the applications of mixed-integer nonlinear programming (MINLP) in process systems engineering (PSE). A review on the main deterministic MINLP solution methods is presented, including an overview of the main MINLP solvers. Generalized disjunctive programming (GDP) is an alternative higher-level representation of MINLP problems. This work reviews some methods for solving GDP models, and techniques for improving MINLP methods through GDP. The paper also provides a high-level review of the applications of MINLP in PSE, particularly in process synthesis, planning and scheduling, process control and molecular computing.

1 Introduction

Many optimization problems require the modeling of discrete and continuous variables, giving rise to mixed-integer linear and mixed-integer nonlinear programming (MILP/MINLP). Models in which the objective function and the constraints are linear are MILP problems. MINLP problems involve nonlinear objective function and/or nonlinear constraints. MINLP is divided in two categories, convex MINLP and nonconvex MINLP. Convex MINLP involves minimizing a convex objective function over a convex feasible region. In nonconvex MINLP the objective function and/or the feasible region are not convex. Many Process Systems Engineering (PSE) applications are modelled using MINLP. Process synthesis[1], planning and scheduling[2], process control[3], and molecular computing[4] are some of the applications of MINLP in PSE.

MILP theory[5–8] has been considerably enriched in the past decades, which has been reflected in the advances of methods to solve this type of problems[9]. Some of the powerful commercial solvers are CPLEX[10], Gurobi[11], and XPRESS-MP[12]. A survey the noncommercial solvers is given by Linderoth and Ralphs[13].

MINLP methods greatly benefit from advances in MILP and NLP methods; however, the progress have been more modest. Belotti et al.[14] provide a comprehensive review of mixed-integer nonlinear optimization. Bonami et al.[15] review convex MINLP algorithms and software in more detail. Tawarmalani and Sahinidis[16] describe global optimization theory, algorithms and applications.
An alternative representation of MINLP is Generalized Disjunctive Programming (GDP)[17]. GDP models are represented through continuous and Boolean variables, and involve algebraic equations, disjunctions and logic propositions. GDP models are typically reformulated as MINLP problems to exploit the developments in these solvers[7, 18, 19]. However, special techniques can help to improve the performance in solving GDPs.

The purpose of this work is to present the main MINLP and GDP deterministic methods and applications in PSE. This paper is organized as follows. Section 2 provides an overview of MINLP and GDP, and relevant concepts that are recurrent in the solving techniques. Section 3 presents the main algorithms and solvers for convex MINLPs. Section 4 presents specialized algorithms for solving convex GDPs. It also shows how, in some cases, these algorithms perform better than solving an MINLP reformulation of the GDP. The traditional deterministic method for global optimization is presented in section 5. Section 6 presents GDP techniques that can help to improve the performance of global solvers. It also shows some particular applications for PSE in which GDP techniques help to obtain better or faster solutions. Section 7 provides a summary of some of the applications of MINLP and GDP in PSE. Finally, we provide some concluding remarks in section 8.

2 Background

In this section we provide some basic definitions for MINLP and for GDP. In the MINLP background we present the MINLP general form, and three NLP problems that are related and relevant to the original MINLP. In the GDP background, we first present the GDP general form and two alternative MINLP reformulations. We then present three NLP problems, that are related and relevant to the original GDP.

2.1 MINLP basic definitions

The general form of an MINLP model is as follows:

\[
\begin{align*}
\text{min } & z = f(x, y) \\
\text{s.t. } & g(x, y) \leq 0 \\
& x \in X \\
& y \in Y
\end{align*}
\]

(MINLP)

where \( f(\cdot) \) and \( g(\cdot) \) are twice differentiable functions, \( x \) are the continuous variables and \( y \) the discrete ones. For practical applications, the set \( X \) is assumed to be a convex compact set \( (X = \{ x | x \in \mathbb{R}^n, \, Dx \leq d, \, x^{lo} \leq x \leq x^{up} \}) \). The polyhedral set of integer points is represented by the set \( Y \) \( (Y = \{ y | y \in \mathbb{Z}^m, \, Ay \leq a \}) \). Note that this form allows for more general constraints such as equalities, linear constraints and lower and upper bounds. It can also be used to maximize a given function \( (\text{max } f(\cdot) = -\text{min } - f(\cdot)) \).
It is important to note that in most applications of interest the integer variables are restricted to 0-1 values \((y \in \{0,1\}^m)\). Also, the constraint functions \(f(\cdot), g(\cdot)\) are typically linear in \(y\) \((f(x, y) = r(x) + c^T y, g(x, y) = h(x) + By)\)[20].

There are three NLP subproblems that arise from (MINLP), and that are commonly used in the solving techniques. The first one is the \textit{continuous relaxation} of (MINLP):

\[
\begin{align*}
\min \; z &= f(x, y) \\
n\text{s.t.} \quad g(x, y) &\leq 0 \\
x &\in X \\
y &\in Y_R
\end{align*}
\tag{r-MINLP}
\]

where \(Y_R\) is the continuous relaxation of \(Y\) \((Y = \{y | y \in \mathbb{R}^m, Ay \leq a\})\). Note that in (r-MINLP) the integer variables \(y\) are treated as continuous.

The second relevant NLP is the \textit{NLP subproblem for a fixed} \(y^p\):

\[
\begin{align*}
\min \; z &= f(x, y^p) \\
n\text{s.t.} \quad g(x, y^p) &\leq 0 \\
x &\in \mathbb{R}^n
\end{align*}
\tag{fx-MINLP}
\]

It is important to note that (fx-MINLP) provides an upper bound for (MINLP) when it has a feasible solution, while (r-MINLP) provides a lower bound. It is also important to note that a combination of these two extreme NLPs can be generated, by fixing some of the integer variables, while continuously relaxing the remaining ones.

When (fx-MINLP) is not feasible, the following \textit{feasibility problem} is considered:

\[
\begin{align*}
\min \; u \\
n\text{s.t.} \quad g_j(x, y^p) &\leq u \quad j \in J \\
x &\in X \\
u &\in \mathbb{R}
\end{align*}
\tag{feas-MINLP}
\]

where \(J\) is the index set for inequalities. (feas-MINLP) seeks to minimize the infeasibility of the most violated constraint.

\subsection*{2.2 GDP basic definitions}

Generalized Disjunctive Programming[17, 19, 21] is an alternative method to formulate optimization problems. It can be regarded as an extension of disjunctive programming[22].
The GDP general form is as follows:

\[
\begin{align*}
    \min z &= f(x) \\
    \text{s.t.} & \quad g(x) \leq 0 \\
    & \forall i \in D_k \begin{bmatrix} Y_{ki} \\ r_{ki}(x) \leq 0 \end{bmatrix} \quad k \in K \\
    & \forall i \in D_k Y_{ki} \quad k \in K \\
    & \Omega(Y) = True \\
    & x^{lo} \leq x \leq x^{up} \\
    & x \in \mathbb{R}^n \\
    & Y_{ki} \in \{True, False\} \quad k \in K, i \in D_k
\end{align*}
\]

(GDP) seeks to minimize a function of the continuous variables \(x\). \(g(x)\) are the global constraints that need to be satisfied independently of the discrete decisions. (GDP) contains \(k \in K\) disjunctions. Each one involves \(i \in D_k\) terms, linked together by an OR operator (\(\lor\)). Each disjunctive term is associated with a Boolean variable \(Y_{ki}\) and a set of inequalities \(r_{ki}(x) \leq 0\). One and only one Boolean variable can be True \((\forall i \in D_k Y_{ki})\). When a disjunctive term is selected \((Y_{ki} = True)\), the corresponding inequalities are enforced. Otherwise, the constraints are ignored. The logic relations among the Boolean variables are represented by \(\Omega(Y) = True\).

In order to exploit the advances in MINLP solvers, GDP models can be reformulated as MINLP problems using the Big-M[7] (BM) or Hull Reformulation[18] (HR). The (BM) reformulation is given as follows:

\[
\begin{align*}
    \min z &= f(x) \\
    \text{s.t.} & \quad g(x) \leq 0 \\
    & \quad r_{ki}(x) \leq M^{ki}(1 - y_{ki}) \quad k \in K, i \in D_k \\
    & \quad \sum_{i \in D_k} y_{ki} = 1 \quad k \in K \\
    & \quad Hy \geq h \\
    & \quad x^{lo} \leq x \leq x^{up} \\
    & \quad x \in \mathbb{R}^n \\
    & \quad y_{ki} \in \{0, 1\} \quad k \in K, i \in D_k
\end{align*}
\]

The (HR) formulation is given as follows:
min z = f(x)

s.t. \[ g(x) \leq 0 \]
\[ x = \sum_{i \in D_k} \nu^{ki} \quad k \in K \]
\[ y_{ki} r_{ki}(\nu^{ki}/y_{ki}) \leq 0 \quad k \in K, i \in D_k \]
\[ \sum_{i \in D_k} y_{ki} = 1 \quad k \in K \] (HR)
\[ H y \geq h \]
\[ x^{lo} y_{ki} \leq \nu^{ki} \leq x^{up} y_{ki} \quad k \in K, i \in D_k \]
\[ x \in \mathbb{R}^n \]
\[ y_{ki} \in \{0, 1\} \quad k \in K, i \in D_k \]

In both MINLP reformulations, the Boolean variables $Y_{ki}$ are transformed into 0-1 variables $y_{ki}$. $Y_{ki} = \text{True}$ is equivalent to $y_{ki} = 1$, while $Y_{ki} = \text{False}$ is equivalent to $y_{ki} = 0$. The logic relations ($\Omega(Y) = \text{True}$) are transformed into integer linear constraints ($H y \geq h$). This transformation is well-known and simple to obtain[19, 23–25]. The equation $\sum_{i \in D_k} y_{ki} = 1$ guarantees that only one disjunctive term is selected per disjunction.

In the (BM) a $M^{ki}$ parameter is introduced, so when a term is selected ($y_{ki} = 1$) the corresponding constraints $r_{ki}(x) \leq 0$ are enforced. When it is not selected ($y_{ki} = 0$), and $M^{ki}$ is large enough, the corresponding constraint $r_{ki}(x) \leq M^{ki}$ becomes redundant.

In (HR), the continuous variables $x$ are disaggregated into variables $\nu^{ki}$, for each disjunctive term $i \in D_k$ in each disjunction $k \in K$. The constraint $x^{lo} y_{ki} \leq \nu^{ki} \leq x^{up} y_{ki}$ enforces that, when a term is active ($y_{ki} = 1$), the corresponding disaggregated variable lies within the variable bounds. When it is not selected it takes a value of zero. The constraint $x = \sum_{i \in D_k} \nu^{ki}$ enforces that the original variable $x$ has the same value as the disaggregated variables of the active terms. The constraints of a disjunctive term are represented by the perspective function $y_{ki} r_{ki}(\nu^{ki}/y_{ki})$, so when a term is active the constraint is enforced. When it is not active, the constraint is trivially satisfied. When the constraints in the disjunction are linear ($A^{ki} x \leq a^{ki}$), the perspective function becomes $A^{ki} \nu^{ki} \leq a^{ki} y_{ki}$. To avoid singularities in the perspective function, the following approximation can be used[26]:

$$y_{ki} r_{ki}(\nu^{ki}/y_{ki}) \approx ((1 - \epsilon)y_{ki} + \epsilon)r_{ki}\left(\frac{\nu^{ki}}{(1 - \epsilon)y_{ki} + \epsilon}\right) - \epsilon r_{ki}(0)(1 - y_{ki}) \quad \text{(APP)}$$

where $\epsilon$ is a small finite number (e.g. $10^{-5}$). It is important to note that this approximation yields an exact value at $y_{ki} = 0$ and $y_{ki} = 1$, and is convex if $r_{ki}$ is convex.

The (BM) reformulation generates a smaller MINLP, while the (HR) provides a tighter formulation[27,
In a similar manner to the MINLP, there are three relevant NLP problems. For the continuous relaxation of the GDP, it is necessary to use an MINLP reformulation. For the reformulations presented in this paper, (BM) and (HR), we denote their continuous relaxations as (r-BM) and (r-HR) respectively. The (r-HR) will always provide a lower bound that is as good, and usually better, than the (r-BM).

The second relevant NLP is the NLP subproblem for a fixed alternative $KI^p$:

$$\min z = f(x)$$

s.t.  

$$g(x) \leq 0$$

$$r_{ki}(x) \leq 0 \quad ki \in KI^p$$

$$x^{lo} \leq x \leq x^{up}$$

$$x \in \mathbb{R}^n$$

(fx-GDP)

If the problem is infeasible, the following feasibility problem is considered:

$$\min u$$

s.t.  

$$g_e(x) \leq u \quad e \in E$$

$$r_{kis}(x) \leq u \quad kis \in KIS^p$$

$$x^{lo} \leq x \leq x^{up}$$

$$(x, u) \in \mathbb{R}^{n+1}$$

(feas-GDP)

where $E$ is the set of global constraints, and $KIS^p$ is the set of constraints of the selected disjunctive terms $KI^p$.

### 3 Convex MINLP methods

In this section we first present convex MINLP and its MILP relaxation. We then describe the five common methods for solving convex MINLP. Afterwards, we illustrate the performance of the methods with a convex MINLP example. Finally, we describe some of the convex MINLP solvers and the methods they use.

#### 3.1 Convex MINLP and its linear relaxation

A convex MINLP is a special case of MINLP in which (r-MINLP) is convex. In particular, if $f(\cdot)$ and $g(\cdot)$ are convex functions, then the problem is a convex MINLP.

The convexity of a nonlinear function can be exploited, in order to generate a linear approximation of the problem for a given set of points. This is done by generating a first-order Taylor series approximation of $f(\cdot)$ and $g(\cdot)$ at a given set of points $p = 1, ..., P$. This relaxation is represented as follows:
\[
\begin{align*}
    \min \alpha \\
    \text{s.t.} \quad & f(x^p, y^p) + \nabla f(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq \alpha & \quad p = 1, \ldots, P \\
    & g_j(x^p, y^p) + \nabla g_j(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq 0 & \quad j \in J_p, p = 1, \ldots, P \\
    x & \in X \\
    y & \in Y
\end{align*}
\]

where \( J_p \subseteq J \), since a subset of the linearizations can be included. Note that, due to convexity, (M-MIP) is a relaxation of (MINLP), therefore it provides a valid lower bound[20].

### 3.2 Nonlinear branch and bound

The nonlinear branch and bound[29–33] is an extension to the well known linear branch and bound[5]. To find optimality, the method performs an extensive tree search on the integer variables. It first solves the continuous relaxation of the MINLP. If the solution assigns integer values to all integer variables, then it is optimal and the algorithm stops. If it is not, an integer variable whose value at the current node is not integer is selected \( y_i = y_i^{(0)} \). A branching is performed in this variable, giving rise to two new NLP problems. One NLP includes the bound \( y_i \leq \lfloor y_i^{(0)} \rfloor \), while the other one \( y_i \geq \lceil y_i^{(0)} \rceil \). These procedure is repeated until the tree search is exhausted. If an integer feasible solution is found (i.e. the solution provides integer values to all the integer variables), then it provides an upper bound. There are two cases in which some of the nodes are pruned, which makes the branch and bound method faster than enumerating every node. The first case in which a node is pruned occurs when the NLP that corresponds to the node is infeasible. The second case occurs when the solution of the NLP of the node is larger than the current upper bound. The branch and bound algorithm is described as follows:

For a node \( N_p \), let \( z^p \) denote the optimal value of the corresponding \( NLP_p \), and \((x^p, y^p)\) its solution. Let \( \mathcal{L} \) be the set of nodes to be solved, and \( NLP_{(0)} \) be (r-MINLP). Let \( z^{lo} \) and \( z^{up} \) be, respectively, a lower and upper bound of the optimal value of the objective function \( z^* \).

0. **Initialization.** \( \mathcal{L} = N_{(0)} \), \( z^{up} = \infty \), \((x^*, y^*) = \emptyset \).
1. **Terminate?** If \( \mathcal{L} = \emptyset \), then \((x^*, y^*)\) is optimal.
2. **Node selection.** Choose a node \( N_p \) in \( \mathcal{L} \), and delete it from \( \mathcal{L} \).
3. **Bound.** Solve \( NLP_p \). If it is infeasible, go to step 1. Else, let \( z^p \) be the objective value, and \((x^p, y^p)\) its solution.
4. **Prune.** If \( z^p \geq z^{up} \), go to step 1.
If \(y^p \in \mathbb{Z}^m\), let \(z_{\text{up}} = z^p\) and \((x^*, y^*) = (x^p, y^p)\). Delete all nodes \(N_q\) from \(L\) in which \(z_q \geq z_{\text{up}}\). Go to step 1.

If \(y^p \notin \mathbb{Z}^m\), go to step 5.

5. **Branch.** Select a variable \(y_i\), such that \(y_i^p \notin \mathbb{Z}\). Construct \(NLP_1^p\) and \(NLP_2^p\), by using the same continuous relaxation of \(NLP_p\), but adding one of the constraints \(y_i \leq \lfloor y_i^p \rfloor\), and \(y_i \geq \lceil y_i^p \rceil\), in each of the problems. Add the two new nodes (corresponding to \(NLP_1^p\) and \(NLP_2^p\)) to \(L\), and go to step 1.

The performance of the algorithm strongly depends on the selection of branching variables and node selection strategies. Presolve and cutting planes can improve the performance of the traditional branch and bound algorithm. These topics are out of the scope of this paper, but we refer the reader to the recent work by Belotti et al.[14] and Bonami et al.[15] for a more detailed review of these concepts.

### 3.3 Outer approximation

Outer approximation[34, 35] makes use of two main problems: (M-MIP) and (fx-MINLP). The main idea is to use the approximate linear problem (M-MIP) to find a lower bound \((z^{lo})\) and obtain an integer solution to the approximate problem \((y^p)\). This lower bounding problem is called master problem. For the subproblem, the binary variable \(y^p\) is fixed, and then (fx-MINLP) is solved. If the solution to (fx-MINLP) is feasible, then it provides an upper bound \(z^{up}\). If it is not, (feas-MINLP) is solved to provide information about the subproblem, and an inequality that cuts off that integer solution is added. This method is performed iteratively until the gap of \(z^{up}\) and \(z^{lo}\) is less than the specified tolerance. At each iteration, the subproblem provides a solution \((x^p, y^p)\), which is then included in the master problem (M-MIP) to improve the approximation. Since the function linearizations are accumulated, the lower bounding problem (or master problem) yields a non-decreasing lower bound \((z^{lo}_1 \leq z^{lo}_2 \leq ... \leq z^{lo}_p)\). The Outer Approximation algorithm is described as follows:

0. **Initialization.** Given \(y^{(1)}\) and \(\epsilon > 0\). Set \(z^{up} = \infty\), \(P = 1\), \((x^*, y^*) = \emptyset\).

1. **Subproblem.** Solve (sub-OA):

\[
\begin{align*}
\min z &= f(x, y^P) \\
\text{s.t.} \quad g(x, y^P) &\leq 0 \\
x &\in X
\end{align*}
\]  

(sub-OA)

If (sub-OA) is feasible, let \(z^P\) be the optimal value of the objective function, and \((x^P, y^P)\) its solution. Let the sets \(B^P\) and \(N^P\) be empty \((B^P = \emptyset\) and \(N^P = \emptyset)\). If \(z^P \leq z^{up}\), set \(z^{up} = z^P\), and \((x^*, y^*) = (x^P, y^P)\).

If (sub-OA) is infeasible, solve (feas-OA):
\[
\begin{align*}
\text{min } u \\
\text{s.t. } g_j(x, y^P) - u & \leq 0, \quad j \in J \\
(x, u) & \in \mathbb{R}^{n+1}
\end{align*}
\] (feas-OA)

Let \((x^P, y^P)\) be its solution, \(B^P = \{i | y^P_i = 1\}\), and \(N^P = \{i | y^P_i = 0\}\).


\[
\begin{align*}
\text{min } & \alpha \\
\text{s.t. } & f(x^P, y^P) + \nabla f(x^P, y^P)^T \begin{bmatrix} x - x^P \\ y - y^P \end{bmatrix} \leq \alpha, \quad p = 1, \ldots, P \\
& g_j(x^P, y^P) + \nabla g_j(x^P, y^P)^T \begin{bmatrix} x - x^P \\ y - y^P \end{bmatrix} \leq 0, \quad j \in J; p = 1, \ldots, P \\
& \sum_{i \in B^p} y_i - \sum_{i \in N^p} y_i \leq |B^p| - 1, \quad B^p \cup N^p \neq \emptyset; p = 1, \ldots, P \\
& x \in X \\
& y \in Y
\end{align*}
\] (master-OA)

Set \(z^{lo} = \alpha\).

3. Terminate?

If \((z^{up} - z^{lo}) / z^{up} \leq \epsilon\), stop with \(z^{up}\) as optimal objective value, and \((x^*, y^*)\) optimal solution.

Otherwise, \(P = P + 1\). Let \(y^P\) be the optimal the optimal value of \(y\) in (master-OA), and go back to 1.

There are two important properties of the algorithm to note:

**Property 3.1** When the set of points \(p = 1, \ldots, P\) includes the solution of all feasible discrete variables \(y^p\), the solution of (master-OA) and the original (MINLP) are the same.

Proof. The proof follows from the work by Duran and Grossmann [34].

**Property 3.1** The Outer Approximation algorithm converges in one iteration if \(f(x, y)\) and \(g(x, y)\) are linear.

Proof. (master-OA) of an MILP is the MILP itself. Therefore, the solution of the (master-OA) of an MILP is the solution to the original MILP.

Note that in the algorithm shown above, we solve the MILP master problem (master-OA) to optimality. This yields the best integer solution to the relaxed linear master problem. An alternative formulation for the master problem is as follows:
\[ \begin{align*}
\text{min} \quad & 0 \\
\text{s.t.} \quad & \alpha \leq z^{up}(1 - \varepsilon) \\
& f(x^p, y^p) + \nabla f(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq \alpha \\
& g_j(x^p, y^p) + \nabla g_j(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq 0 \\
& \sum_{i \in B^p} y_i - \sum_{i \in N^p} y_i \leq |B^p| - 1 \\
& x \in X \\
& y \in Y \\
& \sum_{j \in J^p; p = 1, \ldots, P} g_j(x^p, y^p) + \nabla g_j(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq 0 \\
& \sum_{i \in B^p} y_i - \sum_{i \in N^p} y_i \leq |B^p| - 1 \\
& B^p \cup N^p \neq \emptyset; p = 1, \ldots, P \\
& x \in X \\
& y \in Y
\end{align*} \] (R-master-OA)

In (R-master-OA), the solution to the problem provides a feasible value, in which the objective (\(\alpha\)) is smaller than the current estimate. Note that if (R-master-OA) is used instead of (master-OA), the algorithm stops when (R-master-OA) becomes infeasible instead of the optimality gap criterion ((\(z^{up} - z^{lo}\))/\(z^{up}\) \(\leq\) \(\varepsilon\)) in (master-OA).

### 3.4 Generalized Benders decomposition

Generalize Bender Decomposition (GBD)[36][37] is similar to the OA method, but they differ in the linear master problem. In particular, the master problem of the GBD only considers the discrete variables \(y \in Y\), and the active inequalities \(J^p = \{j | g_j(x^p, y^p) = 0\}\).

Consider the constraints of the linear approximation of the convex (MINLP) at a given point \((x^p, y^p)\), where \(x^p\) corresponds to the optimal solution of (fx-MINLP) for a given \(y^p\):

\[ \begin{align*}
& f(x^p, y^p) + \nabla f(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq \alpha \\
& g(x^p, y^p) + \nabla g(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \leq 0
\end{align*} \] (1)

Summing all of these constraints with weights \(\mu^p\), where \(\mu^p\) represents the multipliers of (fx-MINLP) for the fixed \(y^p\), we obtain (2):

\[ \begin{align*}
& f(x^p, y^p) + \nabla f(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} + \mu^p \begin{bmatrix} g(x^p, y^p) + \nabla g(x^p, y^p)^T \begin{bmatrix} x - x^p \\ y - y^p \end{bmatrix} \end{bmatrix} \leq \alpha
\end{align*} \] (2)
Making use of KKT conditions, and eliminating the continuous variables $x$, it is possible to write the Lagrangian cut projected into the $y$-space as follows\[38\]:

$$f(x^p, y^p) + \nabla_y f(x^p, y^p)^T (y - y^p) + (\mu^p)^T [g(x^p, y^p) + \nabla_y g(x^p, y^p)^T (y - y^p)] \leq \alpha \quad (LC^p)$$

Similarly, when (fx-MINLP) is infeasible, (feas-MINLP) is used and the following cut is obtained:

$$(\lambda^p)^T [g(x^p, y^p) + \nabla_y g(x^p, y^p)^T (y - y^p)] \leq 0 \quad (FC^p)$$

The Generalized Benders Decomposition (GBD) algorithm follows the same steps as the Outer Approximation. The only difference is the master MILP problem which, for the GBD, is formulated as follows:

$$\min \alpha$$

s.t. $f(x^p, y^p) + \nabla_y f(x^p, y^p)^T (y - y^p) + (\mu^p)^T [g(x^p, y^p) + \nabla_y g(x^p, y^p)^T (y - y^p)] \leq \alpha \quad p \in PF$

$$(\lambda^p)^T [g(x^p, y^p) + \nabla_y g(x^p, y^p)^T (y - y^p)] \leq 0 \quad p \in PI$$

$x \in X, \alpha \in \mathbb{R}$

(master-GBD)

where $PF$ is the set of feasible subproblems, and $PI$ the set of infeasible subproblems.

Note that (master-GBD) is a surrogate of (master-OA), and therefore provides a weaker linear relaxation.

The advantage of GDB is that it involves only the integer variables, and it increases one cut per iteration.

3.5 Extended cutting plane

The Extended Cutting Plane (ECP) method\[39\] follows a similar concept as the Outer Approximation, but it avoids solving NLP subproblems. In this method, at a given solution of the master MILP (M-MIP) $(x^p, y^p)$, all the constraints are linearized. A subset of the most violated linearized constraints is then added to the master problem. Convergence is achieved when the maximum violation lies within the specified tolerance. The algorithm provides a non-decreasing lower bound after each iteration.

The main strength of the method is that it relies solely in the solution of MILPs, for which powerful algorithms are readily available. Similarly to the OA method, it solves the problem in one iteration if $f(x, y)$ and $g(x, y)$ are linear. There are two main downsides in the algorithm. The first one is that convergence can be slow\[40\]. The second one is that the algorithm does not provide an upper bound (or feasible solution) until it converges.
3.6 LP/NLP based branch and bound

The LP/NLP based branch and bound method\textsuperscript{[38]} is a single tree search, that can be considered as a hybrid algorithm between branch and bound, and OA. The algorithm is first initialized in a similar manner as the OA. For a given integer variable value $y(0)$, problem (fx-MINLP) is solved to find a feasible solution $(x(0), y(0))$. If (fx-MINLP) is infeasible, then (feas-MINLP) is solved to find the solution to the feasibility problem $(x(0), y(0))$. After initializing, a linearization is performed at the initial point $(x(0), y(0))$. Then the tree search starts for the master MILP, using a linear branch and bound. When a node is infeasible, it is pruned. If it is non-integer feasible, then branching is performed at that node. When a node is integer feasible, the integer variables $y^p$ are fixed and an NLP is solved for that node (fx-MINLP). The constraints of the original MINLP are linearized at the solution of this NLP $(x^p, y^p)$, and this linearizations are included in the master MILP. The master MILP is updated, and all the integer feasible nodes are resolved. The upper and lower bounds inferred from the tree are constantly updated, until they reach the specified tolerance. Note that, unlike traditional branch and bound, integer feasible nodes are not pruned, and they are updated every time a NLP is solved, and the new linearization included in the master MILP. Only infeasible nodes are pruned from the tree.

This method, compared to the OA, generally reduces the number of evaluated nodes, but increases the number of NLPs solved. Recent work shows that the use of modern MILP solvers and advanced MILP tools greatly improve the performance of this method\textsuperscript{[41]}. The extension of this method to GBD and ECP is straightforward.

3.7 Illustrative example

The following convex MINLP is presented by Duran and Grossmann\textsuperscript{[34]}:
min \ z = 5y_1 + 8y_2 + 6y_3 + 10y_4 + 6y_5 + 7y_6 + 4y_7 + 5y_8 - 10x_3 - 15x_5 + 15x_{10} \\
+ 80x_{17} + 25x_{19} + 35x_{21} - 40x_9 + 15x_{14} - 35x_{25} + exp(x_3) + exp(x_5/1.2) \\
- 65ln(x_{10} + x_{17} + 1) - 90ln(x_{19} + 1) - 80ln(x_{21} + 1) + 120 \\
s.t. \\
- 1.5ln(x_{19} + 1) - ln(x_{21} + 1) - x_{14} \leq 0 \\
- ln(x_{10} + x_{17} + 1) \leq 0 \\
- x_3 - x_5 + x_{10} + 2x_{17} + 0.8x_{19} + 0.8x_{21} - 0.5x_9 - x_{14} - 2x_{25} \leq 0 \\
- x_3 - x_5 + 2x_{17} + 0.8x_{19} + 0.8x_{21} - 2x_9 - x_{14} - 2x_{25} \leq 0 \\
- 2x_{17} - 0.8x_{19} - 0.8x_{21} + 2x_9 + x_{14} + 2x_{25} \leq 0 \\
- 0.8x_{19} - 0.8x_{21} + x_{14} \leq 0 \\
- x_{17} + x_9 + x_{25} \\
- 0.4x_{19} - 0.4x_{21} + 1.5x_{14} \leq 0 \\
0.16x_{19} + 0.16x_{21} - 1.2x_{14} \leq 0 \\
x_{10} - 0.8x_{17} \leq 0 \\
x_{10} - 0.4x_{17} \leq 0 \\
exp(x_3) - Uy_1 \leq 1 \\
exp(x_5/1.2) - Uy_2 \leq 1 \\
x_9 - Uy_3 \leq 0 \\
0.8x_{19} + 0.8x_{21} - Uy_4 \leq 0 \\
2x_{17} - 2x_9 - 2x_{25} - Uy_5 \leq 0 \\
x_{19} - Uy_6 \leq 0 \\
x_{21} - Uy_7 \leq 0 \\
x_{10} + x_{17} + Uy_8 \leq 0 \\
y_1 + y_2 = 1 \\
y_4 + y_5 \leq 1 \\
y_4 + y_6 + y_7 = 0 \\
y_3 - y_8 \leq 0 \\
y \in \{0,1\}^8; \ a \leq x \leq b; \ x_3, x_5, x_9, x_{10}, x_{14}, x_{17}, x_{19}, x_{21}, x_{25} \in \mathbb{R} \\
a^T = (0,0,0,0,0,0,0,0); \ b^T = (2,2,1,2,2,2,1,3); \ U = 10 \\

Formulation (3) seeks to optimize the network superstructure shown in Figure 1. Table 1 shows the number of NLPs and MILPs that each of the methods requires to solve problem (3). Note that this table reflects their performance in solving example (3), and it cannot be generalized as the overall performance of
Figure 1: Network superstructure [34] for problem (3)

Table 1: Performance of convex MINLP methods for solving (3)

<table>
<thead>
<tr>
<th>Method</th>
<th>NLP</th>
<th>MILP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear branch and bound</td>
<td>20</td>
<td>-</td>
</tr>
<tr>
<td>Outer Approximation</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Generalized Benders Decomposition</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Extended Cutting Plane</td>
<td>-</td>
<td>15</td>
</tr>
<tr>
<td>LP/NLP branch and bound</td>
<td>3</td>
<td>13</td>
</tr>
</tbody>
</table>

3.8 Convex MINLP optimization solvers

There are several convex MINLP solvers that use the different methods discussed in this section. In this section, we describe some of the main convex MINLP solvers and the methods they use. Table 2 provides a summary of this section. For a detailed review of MINLP solvers, we refer the reader to the work by Bussieck and Vigerske[42] and D’Ambrosio and Lodi[43].

- **α-ECP**[44]. It is a commercial MINLP solver based on the extended cutting plane method. The solver can be applied to general MINLP problems and global optimal solutions can be ensured for pseudoconvex MINLP problems. This solver can be called through the GAMS[45] modeling system.

- **BONMIN** (Basic Open-source Nonlinear Mixed INteger programming)[46]. It is an open source solver for solving MINLP problems. This solver includes four of the previously discussed methods: convex branch and bound(B-BB), Outer Approximation (B-OA), Extended Cutting Plane (B-Ecp), and LP-NLP branch and bound (B-QG,B-Hyb). This solver uses CBC as MILP solver (https://projects.coin-or.org/Cbc), and IPOPT[47] or Filter-SQP[48] as NLP solver. BONMIN has interfaces with AMPL, C++, GAMS and MATLAB.
Dicopt (discrete and continuous optimization) [49]. It is a commercial solver, based on the outer approximation algorithm. The algorithm has an interface with GAMS. It allows the selection of the MILP and NLP solvers. It contains tools that allow the handling of some nonconvex MINLP, but it does not guarantee global optimum in such cases.

FilMINT [41]. This solver is based on the LP/NLP branch and bound algorithm. The solver includes several implementation improvements, exploiting advanced tools for MILP. Some of these tools include cutting planes, preprocessing, primal heuristics, and branching and node selection strategies. Other features, particularly in the selection of a subset of linearized constraints, helps to improve the performance of the solver.

MILANO (mixed integer linear and nonlinear optimization). This open source solver is implemented in MATLAB, and it includes a nonlinear branch and bound and an outer approximation algorithms. To solve the NLP, an interior point method is used, involving the warmstart scheme of Benson and Shanno [50][51].

MINLP-BB[52]. It is a commercial solver that implements nonlinear branch and bound. MINLP-BB has an interface with FORTRAN and AMPL, as well as with MATLAB through the TOMLAB optimization environment.

MINOPT[53]. It is a commercial solver that implements Generalized Bender Decomposition and Outer Approximation. MINOPT includes different LP, MILP, and NLP routines to solve MINLP.


SBB (Simple Branch and Bound). This nonlinear branch and bound is implemented in GAMS. It implements a basic branch and bound, and it allows the user to specify the NLP solver.

---

Table 2: Convex MINLP solvers

<table>
<thead>
<tr>
<th>Solver</th>
<th>MINLP solution method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BB</td>
</tr>
<tr>
<td>α-ECP</td>
<td>✓</td>
</tr>
<tr>
<td>BONMIN</td>
<td>✓</td>
</tr>
<tr>
<td>DICOPT</td>
<td>✓</td>
</tr>
<tr>
<td>FilMINT</td>
<td>✓</td>
</tr>
<tr>
<td>MILANO</td>
<td>✓</td>
</tr>
<tr>
<td>MINLP-BB</td>
<td>✓</td>
</tr>
<tr>
<td>MINOPT</td>
<td>✓</td>
</tr>
<tr>
<td>MINOTAUR</td>
<td>✓</td>
</tr>
<tr>
<td>SBB</td>
<td>✓</td>
</tr>
</tbody>
</table>
4 Convex GDP methods

4.1 GDP branch and bound

The idea behind the GDP branch and bound[18], which can be regarded as an extension to the disjunctive branch and bound[54], is to directly branch on the disjunctions, while considering the (r-BM) or (r-HR) of the remaining ones. The advantage of this method is that, in general, it requires the evaluation of less nodes than performing a nonlinear branch and bound over the (BM) or (HR). The number of maximum number of nodes in a traditional nonlinear branch and bound of the (BM) or (HR) is $2^{\sum_{k \in K} |D_k| - 1}$, while the maximum number of nodes in the GDP branch and bound is $\prod_{k \in K} |D_k|$. Note that, in the extreme case in which $|D_k| = 2$; $\forall k \in K$ (i.e. all the disjunctions contain 2 disjunctive terms), the maximum number of nodes is the same for both branch and bound approaches ($2^{|K|}$). In cases where at least one disjunction contains more than two terms, the disjunctive branch and bound maximum number of nodes is smaller. Also, the size of the NLP (r-MINLP) decreases as the search tree progresses.

We illustrate the performance this method with the following strip packing small example[55]:

\[
\begin{align*}
\text{min } l_t \\
\text{s.t. } l_t &\geq x_1 + 6 \\
&\geq x_2 + 5 \\
&\geq x_3 + 4 \\
Y_1 &\lor Y_2 &\lor Y_3 &\lor Y_4 \\
Y_5 &\lor Y_6 &\lor Y_7 &\lor Y_8 \\
Y_9 &\lor Y_{10} &\lor Y_{11} &\lor Y_{12} \\
Y_1 \not\equiv Y_2 \not\equiv Y_3 \not\equiv Y_4 \\
Y_5 \not\equiv Y_6 \not\equiv Y_7 \not\equiv Y_8 \\
Y_9 \not\equiv Y_{10} \not\equiv Y_{11} \not\equiv Y_{12} \\
0 &\leq x_1, x_2, x_3 \leq 15 \\
6 &\leq y_1 \leq 10 \\
7 &\leq y_1 \leq 10 \\
3 &\leq y_1 \leq 10 \\
Y_i &\in \{\text{True, False}\}; \; i = 1, \ldots, 12
\end{align*}
\]
Note that in (4), the maximum number of nodes in the GDP branch and bound is $\text{maxnodes} = (4)(4)(4) = 64$. If the problem is reformulated using either the (BM) or (HR), and a nonlinear branch and bound is used to solve the problem, the maximum number of nodes is $\text{maxnodes} = 2^9 = 512$. Figure 2 shows the GDP branch and bound, and the convex branch and bound tree for problem (4). For both of the trees the branching selection was done in the order of the binary (and Boolean) variable. The GDP branch and bound finds the optimal solution after evaluating 8 nodes. The nonlinear branch and bound requires the evaluation of 33 nodes. It should be noted that due to the advances in MILP tools, the main MILP commercial solvers (CPLEX, GUROBI and XPRESS) are able to solve this simple problem in the root node.

4.2 Logic Based Outer Approximation

The logic based Outer Approximation\[56\] follows a similar idea than the Outer Approximation. It iteratively solves a master problem and a subproblem. The master linear GDP seeks to find a lower bound and a set of alternatives $Y^p_{ki} = True$. The NLP subproblem (fx-GDP) provides and upper bound. If the subproblem is infeasible, then a feasibility GDP problem is solver (feas-GDP). The solution of the subproblem (fx-GDP) or (feas-GDP) is used to perform a linearization of the constraints, which are added to the master MILP.

The initialization of the logic based Outer Approximation is different than the one of the nonlinear Outer Approximation. In particular, several NLP subproblems are solved in order to obtain a linearization of the constraints corresponding to each of the disjunctive terms $i \in D_k$ in each of the disjunctions $k \in K$. The initialization is described as follows:

1. **Covering alternatives.** Find a set of $n$ valid alternatives $(K^1, ..., K^n)$, such that $\bigcup_{k \in K} Y^p_{ki} = True$ covers $Y_{ki} = True; \forall i \in D_k; k \in K$. Selecting the smallest number of alternatives is equivalent to solving a set covering problem\[56\], which is easy to solve. Set $z^{up} = \infty$, $(x^*, y^*) = 0, p = 1$.

2. **Stop initialization?** If $p = n + 1$, stop initialization. Otherwise, go to step 3.

![Figure 2: (a) GDP branch and bound tree and (b) Nonlinear branch and bound tree for example (4)](image-url)
3. Initializing Subproblems. Solve (Isub-LBOA):

\[
\begin{align*}
\min z &= f(x) \\
\text{s.t.} & \quad g(x) \leq 0 \\
& \quad r_{ki}(x) \leq 0 \quad ki \in KIP \\
& \quad x^{lo} \leq x \leq x^{up} \\
& \quad x \in \mathbb{R}^n \\
\end{align*}
\] (Isub-LBOA)

If (Isub-LBOA) is feasible, let \( z^p \) be the optimal value of the objective function, and \((x^p, y^p)\) its solution. If \( z^p \leq z^{up} \), set \( z^{up} = z^p \), and \((x^*, y^*) = (x^p, y^p)\). Let the sets \( B^p \) and \( N^p \) be empty (\( B^p = \emptyset \) and \( N^p = \emptyset \)).

If (Isub-LBOA) is infeasible, solve (Ifeas-LBOA):

\[
\begin{align*}
\min u \\
\text{s.t.} & \quad g_e(x) \leq u \quad e \in E \\
& \quad r_{kis}(x) \leq u \quad kis \in KISR \\
& \quad x^{lo} \leq x \leq x^{up} \\
& \quad (x, u) \in \mathbb{R}^{n+1} \\
\end{align*}
\] (Ifeas-LBOA)

where \( E \) is the set of global constraints, and \( KISR \) is the set of constraints of the selected disjunctive terms \( KIP \). Let \((x^p, y^p)\) be its solution. Let \( B^p = \{ki|Y_{ki}^p = True\} \), and \( N^p = \{ki|Y_{ki}^p = False\} \).

Set \( p = p + 1 \), and go to step 2.

After initializing, the logic based Outer Approximation follows the same method as the nonlinear OA:

0. Initialization. Given \((x^p, y^p); p = 1, \ldots, n, z^{up}, \) and \((x^*, y^*)\) from initialization; and \( \epsilon > 0 \). Set \( P = n \).

1. Master problem. Solve (master-LBOA) using either the (BM) or (HR) reformulation:
\[ \min \alpha \]

s.t. \[
\begin{align*}
& f(x^p) + \nabla f(x^p)^T (x - x^p) \leq \alpha \quad & p = 1, \ldots, P \\
& g_j(x^p) + \nabla g_j(x^p)^T (x - x^p) \leq 0 \quad & j \in J^p; p = 1, \ldots, P \\
& \bigvee_{i \in D_k} \left[ Y_{ki} \right] \quad & k \in K \\
& \bigvee_{ki \in N^p} Y_{ki} \quad & k \in K \\
& \bigvee_{ki \in B^p} -Y_{ki} \\
& \Omega(Y) = \text{True} \\
& x^l \leq x \leq x^u \\
& x \in \mathbb{R}^n \\
& Y_{ki} \in \{\text{True, False}\} \quad & k \in K, i \in D_k
\end{align*}\]

Set \( z^l = \alpha \).

2. Terminate?

If \( (z^u - z^l)/z^u \leq \epsilon \), stop with \( z^u \) as optimal objective value, and \( (x^*, y^*) \) optimal solution.

Otherwise, \( p = p + 1 \), Let \( y^p_{ki} \) be the optimal the optimal value of \( y_{ki} \) in the MINLP reformulation of (master-OA). Set \( Y^p_{ki} = \text{True} \) if \( y^p_{ki} = 1 \), \( Y^p_{ki} = \text{False} \) otherwise. \( KIP = \{ki|Y^p_{ki} = \text{True}\} \). Go to step 3.

3. Subproblem. Solve (sub-LBOA):

\[
\begin{align*}
& \min z = f(x) \\
& \text{s.t.} \quad g(x) \leq 0 \\
& & r_{ki}(x) \leq 0 \quad ki \in KIP \\
& & x^l \leq x \leq x^u \\
& & x \in \mathbb{R}^n
\end{align*}\]

If (sub-LBOA) is feasible, let \( z^p \) be the optimal value of the objective function, and \( (x^*, y^*) \) its solution.

If \( z^p \leq z^u \), set \( z^u = z^p \), and \( (x^*, y^*) = (x^p, y^p) \). Let the sets \( B^P \) and \( N^P \) be empty \((B^P = \emptyset \) and \( N^P = \emptyset)\)

If (sub-LBOA) is infeasible, solve (feas-LBOA):
\[
\begin{align*}
\min & \quad u \\
\text{s.t.} & \quad g_e(x) \leq u \quad e \in E \\
& \quad r_{kis}(x) \leq u \quad kis \in KISP \\
& \quad x_{lo} \leq x \leq x_{up} \\
& \quad (x, u) \in \mathbb{R}^{n+1}
\end{align*}
\]

where \( E \) is the set of global constraints, and \( KISP \) is the set of constraints of the selected disjunctive terms \( KIP \). Let \((x^P, y^P)\) be its solution. Let \( B^P = \{ki | Y^P_{ki} = True\} \), and \( N^P = \{ki | Y^P_{ki} = False\} \). Go back to step 1.

It is important to note that the logic based Outer Approximation requires the solution of more NLP problems to initialize. However, the subproblems in the initialization (Isub-LBOA), (Ifeas-LBOA), and in the main algorithm (sub-LBOA), (feas-LBOA) are smaller NLP problems than the ones in the nonlinear OA, since they only contain a subset of the constants. Also, the logic based Outer Approximation sometimes requires fewer iterations of the master problem to converge.[21]

5 Nonconvex MINLP

Nonconvex MINLP is one of the most complex and active fields in optimization. The accurate modelling of many real problems, particularly in chemical engineering, require the use of nonconvex constraints[16, 25, 57, 58]. In this section we present the most common deterministic method to solve nonconvex MINLP, the spatial branch and bound. In order to explain the algorithm, we first present two main concepts that are used in most applications: Relaxations of factorable formulations [16, 59, 60], and bounds tightening[61–64]. For a more comprehensive description of deterministic and heuristic methods, we refer the reader to the books[16, 57, 65] or review papers on global optimization[14, 66, 67]

5.1 Relaxations of factorable formulations

In many MINLP problems, the objective function and the constraints can be reformulated by taking recursive sums and products of univariate functions. These problems are called factorable formulations [16, 68].

It is possible to reformulate (via symbolic manipulation) a factorable MINLP into a standard form. The purpose of the standard form is to isolate the nonlinear terms in order to address them more easily. It is important to note that there are many alternative standard forms, depending on the algorithm and application. Isolating purely univariate functions is the extreme case of standard form. We illustrate alternative standard forms with the following constraint:
\[(x_1^3 + x_2^2 + x_1 x_2)^{1/3} \leq 0 \]  

(Constr)

The following three reformulations are alternative standard forms of (Constr).

\[(z_1)^{1/3} \leq 0 \]
\[z_1 = z_2 + z_3 \]
\[z_2 = x_1^3 + x_1^2 \]
\[z_3 = x_1 x_2 \]

(Constr.A)

An alternative standard form could be:

\[(z_1)^{1/3} \leq 0 \]
\[z_1 = z_2 + z_3 + z_4 \]
\[z_2 = x_1^3 \]
\[z_3 = x_1^2 \]
\[z_4 = x_1 x_2 \]

(Constr.B)

Finally, assuming \(x_1, x_2 > 0\), it is possible to reformulate (Constr) with purely univariate functions as follows:

\[(z_1)^{1/3} \leq 0 \]
\[z_1 = z_2 + z_3 + z_4 \]
\[z_2 = x_1^3 \]
\[z_3 = x_1^2 \]
\[z_5 = z_6 + z_7 \]
\[z_5 = \log(z_4) \]
\[z_6 = \log(x_1) \]
\[z_7 = \log(x_2) \]

(Constr.C)

(Constr.C) is the extreme case in which each nonlinear constraint contains an univariate function.

In most application and solvers, the standard form is a combination of mainly univariate, bivariate functions, and some particular multivariate functions with specific form[16, 59, 60].

Once the problem is in standard form, it is possible to develop a convex relaxation of the nonconvex constraints. This relaxation is achieved by using convex constraints that over estimate the feasible region of the nonconvex constraints. In many algorithms these approximations tend to be polyhedral[69]. Note that the standard form of a particular algorithm will depend on the library of multivariate functions for which over and under estimators have been developed. We illustrate this relaxation with the well-known McCormick
over and under estimators of a bilinear term\cite{59}. The convex (linear) envelopes of \( z = x_1 x_2 \) are as follows:

\[
\begin{align*}
  z & \geq x_{1 \text{lo}} x_2 + x_{2 \text{lo}} x_1 - x_{1 \text{lo}} x_{2 \text{lo}} \\
  z & \geq x_{1 \text{up}} x_2 + x_{2 \text{up}} x_1 - x_{1 \text{up}} x_{2 \text{up}} \\
  z & \leq x_{1 \text{lo}} x_2 + x_{2 \text{up}} x_1 - x_{1 \text{lo}} x_{2 \text{up}} \\
  z & \leq x_{1 \text{up}} x_2 + x_{2 \text{lo}} x_1 - x_{1 \text{up}} x_{2 \text{lo}}
\end{align*}
\]  

(5)

(5) is a convex (polyhedral) relaxation of the bilinear term \( z = x_1 x_2 \). Figure 3 illustrates the McCormick under and over estimators of a bilinear term. It is easy to see that the feasible region that lies between the over and under estimators of \( z \) overestimates the actual feasible region of \( z \). A high-level description for different multivariate relaxations can be found in the review paper by Floudas\cite{67}.

From (5), it is clear that the convex relaxation is strongly dependant on the bounds of the variables. This is not only the case of bilinear terms. In general, the tighter the bounds of the variables are, the better the convex approximation will be. Therefore, to improve the convex relaxation, domain reduction (bound tightening) techniques are usually applied.

5.2 Bound Tightening

As described in the previous section, tightening the bound of the variables helps to improve the approximation of the convex relaxation. Note that it is possible to solve the following MINLP to improve the lower bound of \( x_1 \) variable:
\[
\begin{align*}
\min x_i \\
\text{s.t.} & \quad f(x, y) \leq z^{up} \\
& \quad f(x, y) \geq z^{lo} \\
& \quad g(x, y) \leq 0 \\
& \quad x \in X \\
& \quad y \in Y
\end{align*}
\] (6)

where \(z^{up}\) and \(z^{lo}\) are upper and lower bounds of the objective function (if no bounds are known, consider \(z^{lo} = -\infty\) and \(z^{up} = \infty\)).

Solving (6) for every variable yields better lower bounds. Solving (6) as a maximization problem yields better upper bounds for the variables. However, (6) is computationally very expensive, and it is impractical to solve several MINLPs, with a similar complexity to the original MINLP, to improve the bounds of the variables. In most applications alternative techniques are used[70]. The two most common type of methods for domain reduction are Feasibility-Based Bound Tightening and Optimality-Based Bound Tightening.

### 5.2.1 Feasibility-Based Bound Tightening

This type of methods evaluates each constraint with the current variable bounds, and tries to improve bounds by maintaining feasibility in the constraint. A recent method by Belotti[71] uses pairs of constraints instead of individual constraints to infer bounds. Different techniques have been developed to infer bounds on MILP problems[62, 63], and on MINLP problems[64, 72]. To illustrate this method consider the constraint \(x_3 = x_1 x_2\), where the variable bounds are \(x^{lo} = (2, 1, 0)^T\) and \(x^{up} = (4, 4, 4)^T\). In order to find a better lower bounds for \(x_3\), it is possible to use the bounds of the other variables, so \(x_3 \geq x_1^{lo} x_2^{lo}\) or \(x_3 \geq (2)(1)\). It is clear from this equation that a better lower bound for \(x_3\) is \(x_3^{lo} = 2\). Also, an improved upper bound for \(x_2\) can be calculated using \(x_3^{up} \leq x_1^{up} x_2\) or \(4 \leq (2)x_2\). It can be implied then that \(x_2^{up} = 2\). After this iteration the method obtains the improved bounds \(x^{lo} = (2, 1, 2)^T\) and \(x^{up} = (4, 2, 4)^T\). It is important to note that the sequence in which we select the variables will impact the values of the improved bounds. Also, this method can be applied repetitively to iteratively improve bounds. This method is computationally cheap, but the convergence might be slow.

### 5.2.2 Optimality-Based Bound Tightening

This method follows the same idea described at the beginning of this section, but instead of minimizing (maximizing) a variable over the original feasible region of the MINLP, it is minimized (maximized) over the feasible region of the convex continuous relaxation. Consider the following two constraints \(x_3 = x_1 x_2\), and
$x_1^2 = x_2$, with bounds $x^{lo} = (1, 1, 2)^T$, $x^{up} = (4, 4, 4)^T$. The formulation to minimize the bound of $x_1$ over the convex NLP relaxation of the constraints is as follows:

$$\begin{align*}
    \text{minimize} & \quad x_1 \\
    \text{subject to} & \quad x_3 \geq x_1 + x_2 - 1 \\
                        & \quad x_3 \geq 4x_2 + 4x_1 - 16 \\
                        & \quad x_3 \leq x_2 + 4x_1 - 4 \\
                        & \quad x_3 \leq 4x_2 + x_1 - 4 \\
                        & \quad x_1^1 \leq x_2 \\
                        & \quad x_1^2 \geq -4 + 5x_1 \\
                        & \quad 1 \leq x_1 \leq 4 \\
                        & \quad 1 \leq x_2 \leq 4 \\
                        & \quad 2 \leq x_3 \leq 4 \\
\end{align*}$$

(7)

The solution of (7) provides $x_1^{lo} = 1.11$. By maximizing $x_1$ in (7), the bound $x_1^{up} = 1.79$ is found. The same problem, minimizing and maximizing $x_2$ with the new bounds for $x_1$ yields $x_2^{lo} = 1.35$ and $x_2^{up} = 3.5$.

This method also depends on the sequence in which the variables are selected, and it can be applied iteratively. Note that Feasibility-Based Bound Tightening is much faster, but it evaluates one, and sometimes two constraints at a time. Optimality-Based Bound Tightening captures the tradeoff between the convex relaxation of all of the constraints.

### 5.3 Spatial branch and bound

The spatial branch and bound algorithm is the most common deterministic method for solving nonconvex MINLP problems. The method requires a convex relaxation of the MINLP (for example, described at the beginning of Section 5). To describe this method we will consider a nonconvex NLP. The integrality can be tackled by branching in the integral variable that obtained a fractional value, in a similar manner as the branch and bound method described in Section 3.2. The spatial branch and bound first solves the convex relaxation of the NLP, which provides a lower bound. Afterwards, it seeks to solve the NLP with a local solver. If the NLP is feasible, it provides an upper bound. If it is infeasible, then the upper bound is considered $\infty$. If the gap between upper and lower bound is within tolerance, the algorithm stops with an optimal solution. If not, it branches on the domain of a variable, yielding two new NLPs. Each NLP is solved to find upper and lower bound as described earlier. The lowest upper bound in the new regions provides an upper bound for the problem. This method is repeated until the gap between the upper and lower bound lies within the tolerance. If the lower bound of a region is larger than the upper bound of the problem, the region is then fathomed.
Figure 4: Spatial branch and bound for a nonconvex NLP. (a) Nonconvex function with multiple minima. (b) Convex (polyhedral) relaxation of the objective function. (c) Upper and lower bound in the total region, and partition of domain into two subregions. (d) Lower bound of the subregion is larger than known upper bound, so the subregion is fathomed. (e) Gap between upper bound and lower bound of the second subregion is within tolerance, optimal solution is found.

Figure 4 illustrate the spatial branch and bound in a nonconvex function. Figure 4.a shows an objective function with two local minima. Figure 4.b shows the convex (polyhedral) relaxation of the function. Figure 4.c illustrates the upper bound that is found by solving a local NLP, and the lower bound that is found by solving the relaxed convex NLP. It also shows the partition of the domain into two subregions. Figure 4.d shows that the relaxation of the left subregion provides a lower bound that is larger than the best known upper bound. Therefore, the subregion can be fathomed. Figure 4.e shows that gap between the lower bound of the subregion and the upper bound of the problem lies within the tolerance, so the algorith stops with an optimal solution.

5.4 MINLP global solvers

In this section we describe some of the deterministic global solvers. For a detailed review of MINLP solvers, we refer the reader to the work by Bussieck and Vigerske[42] and D’Ambrosio and Lodi[43].

$\alpha$BB ($\alpha$-based branch and bound)[73]. For the relaxation, this solver replaces nonconvex terms of special structure with customized convex lower bounding functions. It replaces nonconvex terms with generic structures using a quadratic under estimator (the $\alpha$ parameter method) to generate the convex under estimators.

ANTIGONE (Algorithms for coNTinuous / Integer Global Optimization of Nonlinear Equations)[74]. This global solver was preceded by APOGEE. In the relaxation of the bilinear terms, this algorithm uses
piecewise-linear relaxation, which involves mixed integer linear constraints rather than continuous convex constraints. ANTIGONE has an interface with GAMS and AIMMS.

BARON (Branch And Reduce Optimization Navigator)[75]. This commercial solver uses both linear and nonlinear convex relaxations for nonconvex terms. The solver also includes tools for detecting convexity and various domain reduction techniques. BARON has an interface with GAMS and AIMMS.

COUENNE (Convex Over and Under ENvelopes for Nonlinear Estimation)[76]. This solver is open source. It implements a similar method to BARON, using some advanced tools for domain reduction. COUENNE has an interface with GAMS and AIMMS.

LindoGlobal[77]. Similar method to BARON and COUENNE. It has interface with GAMS.

SCIP (Solving Constraint Integer Programs)[78]. It is a non-commercial solver that follows a similar approach to BARON, COUENNE and Lindo Global. It contains advanced tools for the solution of MILP, including constraint programming techniques. SCIP has interfaces with AMPL, GAMS, MATLAB, OSiL and ZIMPL.

6 Solution strategies for nonconvex GDP

In this section we first present a technique to improve the Optimality-Based Bound Tightening technique. We then present an example which is solved heuristically using a logic based Outer Approximation. This example shows considerable reduction in solution times when using a GDP method.

6.1 Improving bound tightening through basic steps

Ruiz and Grossmann[79, 80] propose improving the Optimality-Based Bound Tightening technique by strengthening the continuous relaxation of the convex approximation. This is achieved by using a logic operation called basic step[81], which is the intersecting between two disjunctions. For a more comprehensive review of basic steps in GDP, and their equivalence to basic steps in disjunctive programming, we refer the readers to the work by Sawaya and Grossmann[55] and by Ruiz and Grossmann [82].

Figure 5 illustrates tightness of relaxation of the (HR) reformulation of a simple GDP, before and after intersecting the disjunctions. The illustration shows a feasible region described by two disjunctions with two disjunctive terms \(((A_1 \lor A_2) \land (B_1 \lor B_2))\). Figure 5.a shows the continuous relaxation of the (HR) reformulation. Figure 5.b shows that, after a basic step, the two disjunctions are intersected to form a new single disjunction \(((A_1 \land B_1) \lor (A_2 \land B_2))\). It is easy to see from the figure that the basic step improves the tightness of the relaxation.

Basic steps improve the tightness of the continuous relaxation of the (HR) reformulation, but increase the problem size. There has been work suggesting which basic steps to apply[55, 81, 82], and to algorithmically
Figure 5: Illustration of (HR) (a) before, and (b) after the application of a basic step

<table>
<thead>
<tr>
<th>Instance</th>
<th>Bounding(%) using (HR)</th>
<th>Bounding(%) using (HR) after basic steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 1[79]</td>
<td>48</td>
<td>100</td>
</tr>
<tr>
<td>Instance 2[79]</td>
<td>48</td>
<td>100</td>
</tr>
<tr>
<td>Instance 3[79]</td>
<td>48</td>
<td>100</td>
</tr>
<tr>
<td>Instance 4[79]</td>
<td>48</td>
<td>100</td>
</tr>
<tr>
<td>Example 1[79]</td>
<td>35</td>
<td>38</td>
</tr>
<tr>
<td>Example 2[79]</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>Example 3[79]</td>
<td>85</td>
<td>99</td>
</tr>
<tr>
<td>Example 4[79]</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Example 5[79]</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Example 6[79]</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>Procnet 1[80]</td>
<td>51.3</td>
<td>67.0</td>
</tr>
<tr>
<td>Procnet 2[80]</td>
<td>40.5</td>
<td>47.2</td>
</tr>
<tr>
<td>RXN 1[80]</td>
<td>51.0</td>
<td>66.0</td>
</tr>
<tr>
<td>RXN 2[80]</td>
<td>51.0</td>
<td>66.0</td>
</tr>
<tr>
<td>HEN 1[80]</td>
<td>13.8</td>
<td>35.0</td>
</tr>
<tr>
<td>HEN 2[80]</td>
<td>7.5</td>
<td>97</td>
</tr>
</tbody>
</table>

improve formulations while limiting the problem size growth [83].

By tightening the continuous relaxation of the convex approximation of the original nonconvex GDP, the bounds obtained through the Optimality-Based Bound Tightening technique are improved. Consider

\[ \text{Bounding(\%)} = 100 \left(1 - \sum_i (x^{up}_i - x^{lo}_i) / (|I|(x^{up}_i - x^{lo}_i)) \right), \]

where \( i \in I \) are the variables, \( x^{up}_i \) and \( x^{lo}_i \) are the original variable bounds and \( x^{up}_i^* \) and \( x^{lo}_i^* \) are the variable bounds after bound tightening. Ruiz and Grossmann[79, 80] show the improvement in bound tightening of using basic steps in several instances, as summarized in Table 3. It is easy to see from Table 3 that the bound tightening technique can be greatly improved in some instances by using basic steps.
Table 4: Performance of MINLP and GDP heuristic methods

<table>
<thead>
<tr>
<th>Instance</th>
<th>Optimal solution ($/year)</th>
<th>Solution time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1: n-pentane/n-hexane/n-heptane</td>
<td>61,280</td>
<td>323</td>
</tr>
<tr>
<td>Example 2: butane/toluene/o-xylene</td>
<td>79,962</td>
<td>648</td>
</tr>
<tr>
<td>Example 3: methanol/ethanol/water</td>
<td>116,320</td>
<td>501</td>
</tr>
</tbody>
</table>

6.2 Improving Outer Approximation solution times using GDP

Barttfeld et al.[84] solved different instances to find the optimal design of a multicomponent distillation column, using equilibrium equations. The MINLP and GDP formulations they presented were solved using a heuristic method to find the minimum design cost. For the MINLP there was a presolving stage, and then it was solved using Outer Approximation. The GDP representation was solved using a preprocessing stage, and then a logic based Outer Approximation.

Table 4 summarizes the performance of both heuristic methods. The logic based Outer Approximation provides a better solution in the first instance, but slightly worst in instances 2 and 3. It is important to note that the solution times of the logic based OA are smaller than the ones of the Outer Approximation. The main reason for the improvement in the solution time is that the subproblems in the logic based OA are smaller NLPs, since they only consider the constraints selected in the master problem as described earlier in Section 3. Not many applications of GDP methods for nonconvex problems can be found in the literature, but this work illustrates some of their potential.

7 MINLP and GDP applications in PSE

In this section we will present some of the applications of MINLP in PSE. It is important to consider that one of the main concepts in optimization in PSE is the idea of superstructure. A superstructure contains most (or all) of the alternatives a system can have. Superstructures are defined by the modeller, and much of the research in PSE includes the definition of alternative superstructures. The mathematical optimization approach will seek to find the optimal of the proposed alternatives. For a more comprehensive description on superstructures, we refer the reader to the work by Grossmann et al.[1].

7.1 Process synthesis

In this section, we present a summary some of the main applications of MINLP and GDP in process synthesis. Grossmann et al.[1] provide a more comprehensive review on the development of optimization models and methods in process synthesis.
Process Flowsheet Synthesis. MINLP has been widely used for process flowsheet synthesis. The problem seeks to obtain the optimal configuration of a process in a given superstructure[85–87]. The superstructure contains alternative units, interconnections, and process properties. The selection of units and their interconnections are modelled using binary variables, while the properties of the process (flow, concentration, etc.) are modelled with continuous variables. Alternative superstructure representations of processes have also been proposed[88–91]. Formulation (3), presented in Section 3.7, is a simple example of a process flowsheet superstructure and then MINLP which represents it.

Process flowsheet synthesis is one of the areas where GDP has been most successful. Raman and Grossmann[92] proposed a GDP model for process flowsheet synthesis. Disjunctive programming techniques for the optimization of process systems with discontinuous investment costs-multiple size regions were presented by Turkay and Grossmann[93]. Turkay and Grossmann[94] also presented logic-based MINLP algorithms for the optimal synthesis of process networks. Later, Yeomans and Grossmann[95] formulated the two fundamental superstructures for process systems (state task network and state equipment network) with GDP. GDP methods have shown to improve solution times for linear, convex and nonconvex process flowsheet synthesis problems[55, 80, 82, 95, 96].

The accurate modelling of a process flowsheet, including the detailed formulations of each unit, normally yields a large scale nonconvex MINLP. There are two general frameworks that are normally used to tackle these problems: decomposition techniques[97–100], and surrogate models[101–104]. There are many processes in which flowsheet optimization has been applied over the last 30 years. The most recent work has focused mainly on bioenergy systems and biorefineries[105–114], polygeneration systems[115–117], and gas-to-liquid complexes[118].

Reactor Network. This problem seeks to optimize the configuration of a reactor system for a given feed and a given set of reactions. Two main mathematical programming approaches exist for this problem: superstructure optimization and targeting. A review of both methods is provided by Hildebrandt and Biegler[119].

Superstructure optimization methods require the modeller to postulate a superstructure, which represents possible configurations for the reactor network. This structure is formulated as an MINLP and solved with optimization Tools. Achenie and Biegler[120] postulated a superstructure NLP model. The continuous model allows them to select network structure, reactor type, and the amount of heat addition. This model used a dispersion coefficient to determine the reactor type. Later, they postulated an alternative NLP which used the recycle ratio as the determinant of reactor type[121]. Kokossis and Floudas[122–124] present a superstructure of CSTRs and PFRs. In the MINLP, the PFRs are modelled as a series of CSTRs, which eliminates the use of differential equations in the model. Smith and Pantelides[90] presented a reaction and separation network with detailed unit operation models. Esposito and Floudas[125] make use of the global optimization tools to solve a nonconvex MINLP in which the PFRs of the superstructure are modelled using differential algebraic
equations.

The targeting method seeks to identify the maximum possible performance. A reactor network that meets this criteria is then determined. Horn[126] introduced the concept of “attainable region”. Attainable region is the convex hull of concentrations for a given feed and reaction scheme. The geometrical concepts that allow the derivation of the attainable region, and further extensions to higher dimensions where developed mainly by Glasser, Hildebrandt, and Feinberg[127–130]. There are two main downsides of the “attainable region” technique. The first one is that, since it is a graphic method, it can handle at most three dimensions. The second one is that every time that the conditions for the reactor problem change, the region must be recalculated. To solve this issues, and improve the performance of the method, Biegler et al.[131–135] developed hybrid methods that combines “attainable region” with optimization techniques.

**Single Distillation columns.** The simplest distillation design problem is to select the feed tray in a distillation column with a given number of trays. The superstructure of this problem was postulated by Sargent and Gaminibandara[136] for ideal mixtures, and extended later for azeotropic cases[137]. Viswanathan and Grossmann[138] presented the superstructure of a distillation column in order to optimize not only the feed tray, but also the number of trays in the column. The model also allowed the possibility of multiple feeds. This model was later incorporated into more comprehensive superstructures which incorporated thermodynamic components[90, 139], and thermally coupled distillation columns and dividing wall columns[140].

One of the main issues of the tray by tray MINLP model of a column is the large number of nonconvex constraints in the model. Yeomans and Grossmann[141] proposed a GDP model for the tray by tray representation of the column, as well as for the sequence superstructure. They proposed a logic based Outer Approximation approach, which considerably reduces the number of nonconvex constraints in each iteration. Based on the tray by tray GDP model, Barttfeld et al.[84] presented a computational comparison between the MINLP and GDP models using a heuristic algorithm, showing the advantages in solution times of the GDP model.

**Distillation sequences.** The separation problem was originally defined more than 40 years ago by Rudd and Watson[142]. For the MINLP and GDP applications, Yeomans and Grossmann[95] characterized two major types of superstructure representation: State-Task-Network (STN) and State Equipment Network (SEN). They described both representations using GDP models.

For sharp split columns, the superstructure can be modelled as an MINLP. The GDP formulation for the STN model is straight forward[143]. In the case where each column is assigned to each of the split separation tasks, the model reduces to the MILP superstructure proposed by Andrecovich and Westerberg[144]. The SEN structure is not as straight forward, but it is numerically more robust[141, 143]. Novak et al[145] used this representation before being formalized by Yeomans and Grossmann[95].

In order to develop more efficient distillation sequences, heat integration between different separation
tasks can be considered. Paules and Floudas[146, 147] proposed and MINLP model for heat integrated
distillation sequences, and Raman and Grossmann[92] a disjunctive representation.

Thermally coupled systems seek to reduce the inherited inefficiencies due to the irreversibility during the
mixing of streams at the feed, top, and bottom of the column. The design and control of these columns are
complicated, but they were made possible by the design concept of “thermodynamically equivalent configura-
tion”[148–151], and the improvement in control strategies[152–156]. For zeotropic mixtures, Agrawal[157]
characterized a subset of the possible configurations named basic configurations. This concept helps to re-
duce the search space of feasible configurations, since non-basic configurations normally have higher overall
costs[158–160]. Algorithms for finding the basic configurations[103], and mathematical representations of
these configurations have been proposed[161, 162]. In terms of GDP, logic rules that include all the basic
column configurations have been developed by Caballero and Grossmann[158, 163, 164].

Heat exchange networks. A comprehensive heat exchange network (HEN) review with annotated bib-
liography is provided by Furman and Sahinidis[165]. A more recent review on the developments of HEN is
provided by Morar and Agachi[166]. Following the classification proposed by Furman and Sahinidis[165],
the work in HENs is divided in sequential or simultaneous synthesis methods.

The sequential synthesis method decomposes the design of HEN typically in three simpler sequential
problems, but it does not guarantee the global optimum of the HEN. The first problem seeks to minimize
the utility costs. The second one seeks to minimize the number of heat exchange units, while satisfying the
minimum utility cost previously found. The last problem minimizes the network cost subject to the minimum
number of units found. The first problem (minimizing utility usage/cost) can be an LP[167–169], an MILP
or an MINLP[170–172]. The second problem is typically an MILP[167, 168, 173, 174]. The most common
model for the third problem that minimizes the network cost is an NLP[175].

In simultaneous synthesis the HEN is optimized without decomposing the problem. One of the first
MINLP models was presented by Yuan et al.[176], describing a superstructure of the network. This MINLP,
however, does not allow the splitting or mixing of streams. The work by Floudas and Ciric[177–180] presents
an MINLP model that optimizes all of the costs of a HEN without the need of decomposition. Yee and
Grossmann[181, 182] presented an MINLP formulation of a multi-stage superstructure that allows any pair
of hot and cold streams to exchange heat in every stage. This model was extended to include flexibility[183–
185], detailed exchanger design models[186, 187], and isothermal streams involving phase change[188].

The simultaneous optimization of process flowsheet and heat integration was addressed by Duran and
Grossmann[189]. Particular applications of heat integration with optimization of distillation columns and
distillation sequences where addressed earlier in this section. Grossmann et al.[190] presented a GDP model
for simultaneous flowsheet optimization and heat integration. Recently, Navarro-Amoros et al.[191] extended
this GDP model for heat integration with variable temperatures.
Utility systems. Petroulas and Reklaitis[192] proposed a mathematical optimization model for the design of utility systems, based on an LP and dynamic programming approach. An MILP model was formulated by Papoulias and Grossmann[193], which assumed linear capital costs with fixed charge and linear energy balance. Bruno et al.[194] proposed a refined version of this model by including nonlinear functions, presenting the first MINLP model for the design of utility systems. This MINLP introduced nonlinearities to represent the cost of equipment and the plant performance in terms of enthalpies, entropies and efficiencies. The model considers steam properties at specific pressures, so it cannot simultaneously optimize the operating conditions of the steam levels. Savola et al.[195] presented a modified MINLP model that allows the simultaneous optimization of pressure levels, by using correlations that depend on both pressure and temperature.

Water Network. A very comprehensive review of water network design methods with literature annotations is provided by Jezowski[196]. The optimization based methods for water network design are based on superstructures, which encompasses most (or all) feasible solutions for the network. There are four types of water networks normally modelled. The network of water-using processes is called water-using network (WUN). The second type is the wastewater treatment network (WWTN). These two networks are subsystems of the third type of network: the total water network (TWN)[197, 198]. Finally, the fourth type is the complete water network (CWN), which is a TWN with pretreatment units[199]. The models in water networks typically seek to optimize the configuration of the network and units operating conditions, satisfying the water quantity and quality requirements in the WUN, with water discharges within the environmental restrictions.

The superstructure based optimization of the WUN is relatively simple, due to the fixed number of water using units. However, the use of alternative water treatment units in WWTN, TWN, and CWN makes the problem more complicated. In particular, the mixing of streams yields bilinear terms (which are nonconvex), and the operating constraints in each of the units may be highly nonconvex. In addition the selection of units and interconnections are represented by binary variable. The combination of these constraints and variables result in a nonconvex MINLP. The WWTN alone has been shown to be a very difficult problem, equivalent to the generalized pooling problem[200].

The first MINLP model for the simultaneous optimization of water networks was presented by Papalexandri et al.[201]. An alternative representation was proposed by Szitkai, et al.[202], presenting a water network modified version of the HEN superstructure of Yee and Grossmann[182]. Since the MINLP that arises in water networks is difficult to solve, five strategies are normally used for solving the problem. The first one is the linearization of constraints, typically used for the WUN. The first linearization was developed for a single-contaminant problem[203], and its optimality constraints by Savelski and Bagajewicz[204]. The model was later extended for multiple contaminants[205], thought the conditions are different[206], and it requires a specialized branching approach. Other linearization techniques for WUN with regeneration processes[207], near-optimal single stage method for WUN with multi-contaminant[208], and WWUN[209] have been pre-
The second approach is to find good solutions (locally optimal) through good initial points. A common practice is to fix the outlet concentrations at the maximum values\[210, 211\]. The third technique is sequential optimization, originally presented by Takama\[212\]. Some of the sequential optimization approach methods include: a relaxed NLP model\[213\], dividing and sequentially reducing concentration intervals for WUN\[214\], an MILP-LP technique for TWN\[215\], and an LP-NLP approach for the WWTN\[216\]. The fourth strategy is to solve the MINLP problem by using meta-heuristic algorithms\[217–219\]. The last approach is to solve the MINLP problem using global optimization techniques\[220–222\].

Dong et al.\[223–227\] have recently recent proposed MINLP models that incorporate the design of heat exchange networks with water networks, based on the state-space superstructure proposed by Bagajewicz et al.\[228, 229\]. Ruiz and Grossmann\[79\] present a simplified GDP formulation of the WWTN, as an illustration of the bound tightening technique.

### 7.2 Planning and Scheduling

Process planning and scheduling has been an area of much interest for industry and research over the past decades\[2, 230–232\]. Although the boundary between planning and scheduling is sometimes nor clear, time scale provides a distinction between the two. Planning normally involves medium-term (e.g. year, quarters, months or weeks) decisions such as assignment of production tasks to facilities and transportation logistics. Scheduling defines short-term decisions such as assignment of tasks to units, sequencing of tasks in each unit, and determining starting and ending times for the execution of tasks. A review of planning and scheduling in the process industry is provided by Kallrath\[231\]. Models and techniques to integrate planning and scheduling have also receive attention in recent years\[233\]. In this section we present some of the main MINLP applications for planning and for scheduling.

**Planning.** Planning models are usually not as detailed as scheduling models, so most planing models are represented using MILP formulations\[230\]. However, refinery planning is one of the few areas where nonlinear models have been used. Moro et al.\[234\] presented an NLP planning models for refinery diesel production, extending it later to petroleum refineries\[235\]. Zhang et al.\[236\] presented one of the first MINLP models for refinery planning, which simultaneously optimizes liquid, hydrogen, and steam and power flows. They deal with the nonlinear terms by using picewise linear approximations. Elkamel et al.\[237\] presented an MINLP multiobjective model for the refinery planning, seeking to maximize profit while reducing CO2 emissions. Neiro and Pinto\[238\] presented an MINLP implementation for multiperiod refinery planning models using empirical relations. Alattas et al.\[239\] presented a multiperiod MINLP model that utilizes a more precise representation of the crude distillation unit, using the model introduced by Geddes\[240\]. Shah et al.\[162\] provide a literature review on existing approaches that address the problem of enterprise-wide
optimization in the petroleum industry.

Scheduling. Many scheduling models assume process simplifications, and can be modelled as MILP[241–243]. Castro and Grossmann[244] presented the traditional MILP formulations as a derivation of GDP models. Many applications, however, require the use on nonlinear constraints to better represent the process.

There are two non-process related cases that typically introduce nonlinearities to the traditional MILP representations. The simplest one is when cyclic schedules with infinite horizon are considered[245–249]. In this case, the objective function is divided by the length of the cycle time, yielding a linear fractional objective function. The rest of the model is represented using a traditional MILP representation. Specialized algorithms have been developed to address this problem[250, 251]. The second case is when a cyclic scheduling models includes average inventory equations[246]. The additional constraints in this case are nonconvex, and may require the use of a global optimization method for its solution[247, 248, 252].

In terms of process-related nonlinearities, blending equations are probably most common type that appear in scheduling models. These constraints make use of bilinear terms which are nonconvex in general, and lead to multiple local solutions. In order to solve this type of scheduling models to global optimality, rigorous global optimization techniques are used [253, 254].

One of the most complex nonconvexites in scheduling, arises in the modelling of dynamic processes. The dynamic, discrete and continuous behaviour of these systems give rise to mixed integer dynamic optimization (MIDO). This type of problems typically occur in the scheduling and control of polymerization reactors[255–259]. The the most common approach for solving MIDO problems is to discretize the system of differential equations through orthogonal collocation, yielding large scale MINLP models. Biegler[260] provides an overview of solution strategies for dynamic optimization.

7.3 Process control

Many processes in chemical engineering require the modelling of nonlinear systems, specially when representing dynamic behaviour. Additionally, discontinuity is expected in the operation and control of a process[261]. The dynamic models with mixed discrete and continuous variables are called hybrid systems (which are MIDO problems in general). Start-up and shut-down operations[262], batch systems[263], and grade transitions [258, 259] are some of the main applications of optimization of hybrid systems. Several hybrid formulations have been developed and implemented in recent years [264–271]. A comprehensive review on modelling, simulation, sensitivity analysis and optimization of hybrid systems is provided by Barton and Lee[272]. Morari and Baric[273] present a review paper on developments in the control of hybrid systems.

GDP has also been relevant in the development of models and solution methods in hybrid systems. Oldenburg and Marquardt[270] developed a GDP model of “fixed alternative sequences”, formalizing modelling
approaches proposed by several authors[272, 274]. The authors solve the GDP model using a modified version of the logic based Outer Approximation, showing the efficiency of the algorithm in finding a global solutions fast. Ruiz-Femenia et al.[80] present a logic based Outer Approximation algorithm for solving optimal control problems.

7.4 Molecular computing

A collection of works on computer aided design is provided by Achenie et al.[4]. The review paper on advances in global optimization by Floudas and Gounaris[67] provides several applications of global optimization in molecular computing.

From a mathematical programming perspective, one of the first works on molecular computing was developed by Macchietto et al.[275, 276]. The MINLP they proposed was based om group contribution accounting for the presence or absence of a group in a molecule. Churi and Achenie[277–279] further refined this model by incorporating some information on how the groups are connected to each other in the molecule. Naser and Fournier [280] proposed an alternative MINLP representation, and developed a heuristic method for solving the problem. All of this MINLP models and methods are solved using local tools, so they do not guarantee the global solution. Joback and Stephanopoulos[281, 282] proposed the use of interval arithmetic techniques, providing bounds on the properties of aggregate molecules, overcoming the multiple local optima issue.

Several applications of MINLP have been used in molecular design. Some of them include design of solvents[275, 277, 283–289], refrigerants[278, 279, 290–292], polymers[293–297], and pharmaceutical products[298, 299].

8 Concluding remarks

This work presents MINLP and GDP solution methods and applications in PSE. It is clear that MINLP has had an important impact in PSE applications. Also, the use of GDP for modelling of problems has provided a systematic method for deriving MINLP formulations. It can also be seen from this work that the use of MINLP and GDP models in PSE has increased in recent years.

The increased generation of MINLP and GDP models has also generated interest in the research of better solution methods and techniques. Improving solution methods for MINLP and GDP is a major area in the active work in operations research.
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