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Abstract In the context of the so-called smart grid, the intelligent management of
electricity demand, also referred to as demand side management (DSM), has been
recognized as an effective approach to increase power grid performance and con-
sumer benefits. Being large electricity consumers, the power-intensive process in-
dustries play a key role in DSM. In particular, planning and scheduling for industrial
DSM has emerged as a major area of interest for both researchers and practitioners.
In this work, we provide an introduction to DSM and present a comprehensive re-
view of existing works on planning and scheduling for industrial DSM. Four main
challenges are identified: (1) accurate modeling of operational flexibility, (2) in-
tegration of production and energy management, (3) optimization across multiple
time scales, (4) decision-making under uncertainty. Two real-world case studies are
presented to demonstrate the capabilities of state-of-the-art models and solution ap-
proaches. Finally, we highlight research gaps and future opportunities in this area.

1 Introduction

Smart Grid and Demand Side Management The power grid is designed to reli-
ably match electricity supply and demand. This task has become increasingly chal-
lenging due to high fluctuations in electricity demand and increasing penetration of
intermittent renewable energy into the electricity supply mix. Also, the deregulation
of electricity markets and the pressure to reduce greenhouse gas emissions have fur-
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ther amplified the need to improve the efficiency, reliability, and sustainability of
the power grid.

In recent years, the notion of a smart grid has been evolving, which represents
the concept of a power grid in which the major operations—electricity generation,
transmission, distribution, and consumption—are executed in a coordinated and ef-
ficient manner. To establish such a smart grid, three essential components are re-
quired: (1) An information and communications infrastructure has to be in place
such that data on grid conditions can be collected and exchanged in real-time. (2)
Advanced decision-making tools have to be developed that can use the collected
information to optimize operations in the grid. (3) With the help of the decision-
making tools, the grid operator may know which actions should be taken to achieve
optimal performance; however, these actions have to be actually implemented by
the different participants in the grid, e.g. generators and consumers. To encourage
and to a certain extent control these actions, efficient markets are required, which
provide appropriate financial incentives to the participants.

The idea of a smart grid has gained considerable interest in industry, research,
and public policy. Since 2009, the U.S. Department of Energy and the electricity
industry have jointly invested over $7.9 billion in smart grid projects as part of the
Smart Grid Investment Grant Program (DOE, 2013), and similar efforts have been
undertaken in many other countries.

Traditionally, in power systems engineering, the focus has been on improving the
power supply for given electricity demands (loads) in the grid. A major innovation
in smart grid is to also include the management of flexible loads, which is generally
referred to as demand side management (DSM) since it involves the enhancement
of energy systems on the electricity demand side. DSM is expected to play a crucial
role in the improvement of grid efficiency and reliability as well as the creation of
additional benefits for the consumers (Levy, 2006; Strbac, 2008; Siano, 2014); this
has spurred tremendous research efforts across multiple disciplines, such as elec-
trical engineering, civil and environmental engineering, economics, data science,
behavior science, and engineering public policy.

Two Perspectives on DSM The opportunities in DSM can be viewed from two
distinct perspectives: the grid operator’s perspective, and the electricity consumer’s
perspective. On the one hand, the grid operator’s main objective is to increase effi-
ciency and ensure stability in the power grid. In this context, DSM is regarded as a
means to reduce the overall electricity demand, to flatten the load curve and hence
reduce the required peak generation capacity, as well as to provide the flexibility
to quickly react to supply-demand mismatch in the grid by adjusting loads. On the
other hand, the electricity consumer’s objective is simply cost reduction. For elec-
tricity consumers, DSM is required in order to adapt to price signals coming from
the electricity market, and it is a way to take advantage of new financial incentives
specifically created for DSM purposes. Therefore, ideally, DSM leads to a win-win
situation in which both the power grid and the consumers benefit.

Fig. 1 illustrates the activities on the grid operator and electricity consumer sides,
which are connected by operations in the physical power grid and the opportunities
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in the electricity markets. Until recently, DSM has been analyzed primarily from the
grid operator’s perspective. In the U.S., for example, the power grid is operated by
the various independent system operators (ISOs) and regional transmission organi-
zations (RTOs), which control the transmission networks and operate the electricity
markets. In terms of DSM, the main task of the grid operator is to set up DSM
programs with appropriate financial incentives such that electricity consumers are
encouraged to participate (Walawalkar et al, 2010). In models that are typically used
for market design problems, simplistic assumptions are made on consumers’ load
adjustment capabilities (Albadi and El-Saadany, 2008; Mohsenian-Rad et al, 2010);
however, such simplified models are often not sufficiently accurate to capture the
real DSM potential that each consumer has as well as the costs occurring on the
consumer side when implementing different DSM measures.

Fig. 1 Two perspectives on DSM, which requires both the grid operator and the consumer to
interact through physical grid operations and the electricity markets.

The electricity consumer’s perspective has to be considered in order to achieve
a more accurate assessment of individual consumers’ DSM potentials. This knowl-
edge will consequently lead to more active participation of consumers and make
electricity markets more efficient and competitive (Kirschen, 2003). Here, domain
knowledge is required since each process has its own operational limitations, costs,
safety requirements etc. Also, different preferences in terms of convenience and risk
have to be taken into account.

One distinguishes between three consumer sectors: residential, commercial, and
industrial. DSM in the first two sectors deals with residential and commercial build-
ings (Motegi et al, 2007), in which load adjustment is mainly achieved by control-
ling the HVAC and lighting systems, whereas industrial DSM is concerned with
power-intensive industrial processes (Samad and Kiliccote, 2012).

Scope and Organization of Review In this work, we take the standpoint of power-
intensive industries, which engage in DSM as large electricity consumers. The high
potential impact of industrial DSM is widely acknowledged (Paulus and Borggrefe,
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2011; Samad and Kiliccote, 2012) and has been the focus of increased research ef-
forts in recent years. Because of the time-sensitive nature of electricity prices and
DR events, efficient planning, scheduling, and control of plant operations are cru-
cial for enabling effective DSM (Merkert et al, 2014). This is especially true in an
industrial setting due to the high standards in terms of product quality and process
safety.

The focus of this review is on models and systematic methods for industrial DSM
that optimize process operations at the planning and scheduling level. This is still
a relatively new research topic; therefore, with this work, we hope to provide a
comprehensible introduction to industrial DSM to interested researchers, while re-
viewing existing works addressing the main challenges that we see in this area.

The remainder of this review is organized as follows. In Section 2, a definition
of DSM and a classification of the DSM activities are provided. Section 3 describes
the special characteristics of DSM in power-intensive process industries. Four main
challenges in industrial DSM are identified: (1) accurate modeling of operational
flexibility, (2) integration of production and energy management, (3) optimization
across multiple time scales, (4) decision-making under uncertainty. A state-of-the-
art review of existing works addressing these four topics is presented in Section 4. To
demonstrate some of the recently developed models, two case studies are presented
in Section 5. Future opportunities and challenges that we see in this research area are
listed in Section 6. Finally, in Section 7, we close with some concluding remarks.

2 Definition of Demand Side Management

When it comes to defining DSM, most descriptions represent the grid operator’s
perspective. For example, in a report released by The World Bank (Charles River
Assosicates, 2005), DSM is defined as the

systematic utility and government activities designed to change the amount
and/or timing of the customer’s use of electricity for the collective benefit of
the society, the utility and its customers.

Notice that according to this definition, only activities on the utility and govern-
ment sides are considered DSM, whereas electricity consumers take a rather pas-
sive role and only react to those DSM activities. Although such a definition is per-
fectly correct and underlines the origin of DSM as a concept proposed by utilities
(Gellings, 1985), it understates the degree of freedom that consumers have in their
decision-making. In fact, only the consumers can actually change their electricity
consumption; utilities and governments can only provide incentives that encourage
such activities. Hence, a more comprehensive definition of DSM considering both
perspectives could be:

DSM encompasses systematic activities at the interplay between grid oper-
ator and electricity consumer aiming at changing the amount and/or timing
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of the consumer’s use of electricity in order to increase grid performance and
consumer benefits. DSM activities on the grid operator side involve the assess-
ment of the need for load adjustment and the creation of financial incentives
for the consumer, while the consumer reacts to these financial incentives and
performs the actual physical load adjustment operations.

Note that depending on the level of regulation in the electricity market, the grid oper-
ator could be an independent organization or the electric utility itself. Depending on
the size, an electricity consumer could be one individual consumer or an aggregator
that manages many small consumers.

Fig. 2 shows a general classification of DSM activities, which consist of var-
ious DSM programs introduced by the grid operator (rectangular boxes) and the
measures that need to be taken by the consumer (rounded rectangles) in order to
participate in these DSM programs. The two main DSM categories are energy effi-
ciency (EE) and demand response (DR) (Charles River Assosicates, 2005). The goal
of EE is to reduce power consumption while accomplishing the same tasks, and DR
refers to load profile adjustment, such as load shifting and load shedding, driven by
market incentives.

Fig. 2 Classification of DSM activities. Rectangular boxes depict DSM programs introduced by
the grid operator, whereas rounded rectangles indicate measures to be taken by the consumer.

In DR, one distinguishes between dispatchable and nondispatchable DR (FERC,
2010), which are often also referred to as incentive-based and price-based DR (DOE,
2006), respectively. Dispatchable DR refers to load adjustment capacities that con-
sumers provide to the grid operator such that these capacities can be dispatched to
maintain grid stability or in times of emergency. The grid operator has control over
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dispatchable DR resources by either direct load control or by requesting the con-
sumers to reduce their power consumption (interruptible load) when a DR event,
e.g. a generator failure, occurs. The various types of dispatchable DR resources,
many of which classified as ancillary services, mainly differ in the amount of time
within which the consumer has to respond to DR requests. In general, the faster one
can react, the more valuable is the DR service, i.e. the more consumers get paid for
providing such DR capacities.

Nondispatchable DR resources are not controlled by the grid operator; instead,
consumers choose to adjust their power consumption profile based on price signals
from the electricity market. Time-of-use (TOU), critical peak, and real-time pricing
are just three of many pricing schemes designed to encourage consumers to change
their load profiles according to the power grid’s needs.

EE can be primarily achieved by improved process design or retrofit of the exist-
ing process that results in higher efficiency. Also, efficiency can be increased by op-
timal scheduling and control strategies that maximize the time in which the process
runs at its most energy-efficient operating point. Effective planning, scheduling, and
control are even more critical in DR. Here, operational flexibility is key. In nondis-
patchable DR, electricity is treated as any other commodity that can be purchased,
but with two distinct characteristics: it is difficult to store electricity, and electricity
prices are extremely volatile. Hence, processes have to be flexible in order to react
to price changes. In dispatchable DR, consumers are rewarded not so much for the
actual dispatch of DR resources rather than for the capability of quickly reacting
to DR events whenever they occur. Providing dispatchable DR requires a very high
degree of flexibility in the consumer’s process since requests by the grid operator,
which typically cannot be anticipated in advance, have to be met while maintaining
process feasibility and safety.

3 Characteristics of Industrial DSM

Although there are large untapped DSM potentials in all three—residential, com-
mercial, and industrial—sectors (Gellings et al, 2006), there are some distinguishing
features of industrial processes that facilitate the deployment of DSM strategies:

• In the industrial sector, individual power consumption is very high, which moti-
vates and eases participation in DSM programs. For example, aluminum produc-
tion has an energy intensity of 71 GJ per tonne (Worrell et al, 2008), and a typical
aluminum plant produces hundreds of tonnes of aluminum on a daily basis.

• In most cases, advanced metering infrastructure is already in place; therefore, the
capital investment required to implement DSM in industry is close to zero.

• Industrial processes operate in isolated environments such that human comfort is
usually not an issue; this is in contrast to the residential and commercial sectors,
where e.g. HVAC control is constrained by the maximum decrease in comfort
induced by temperature changes.
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However, industrial processes are often highly complex and subject to strict safety
requirements. In industrial DSM, it is therefore crucial to carefully evaluate the
flexibility of each process in order to avoid detrimental disruptions caused by sudden
changes in the plant operation.

In the following, we list some distinct characteristics of industrial electricity con-
sumers, which need to be considered in the DSM decision-making process:

• Many manufacturing processes are highly integrated and have critical temporal
dependencies, which have to be taken into account when operating the plant; this
requires deep process knowledge.

• While direct load control is common in the residential sector, it usually cannot
be applied in industry because of safety considerations.

• Electricity is difficult to store; however, most commodity products are not. Prod-
uct inventory naturally increases the flexibility in plant operations and therefore
allows more room for DSM.

• Industrial electricity consumers often enter into power contracts which offer spe-
cial rates under given conditions.

• Large industrial power-intensive plants often have substantial onsite electricity
generation capacities. Some of the generated electricity may even be sold at the
market price or transferred offsite.

• Industrial usage data are typically confidential since they could reveal competition-
sensitive information on operations strategies and process performance. Hence,
all DSM efforts have to be managed within the same company.

According to the EIA (2012), the total net electricity demand by the U.S. in-
dustry in 2010 amounted to 850 TWh, with the five most power-intensive sectors—
chemicals, primary metals, paper, food, and petroleum and coal products—combined
consuming 560 TWh. Highly power-intensive processes include gas compression,
electrolysis, and electric heating. Samad and Kiliccote (2012) present five real-world
case studies in which industrial DSM has been successfully implemented and has
generated considerable cost savings. Among the examples, the most prominent case
is probably the one of Alcoa (Todd et al, 2009), which uses the operational flexibil-
ity of its aluminum smelting facilities to provide ancillary services through which
the company is achieving large economic benefits.

4 Optimization of Planning and Scheduling for Industrial DSM

Because of the strong dependence of electricity price, electricity availability, and
DR events on time, effective planning and scheduling tools are essential in DSM,
especially in an industrial setting where complex manufacturing processes are in-
volved. Production scheduling has been an active field of research in operations
research since the 1950s (Graves, 1981), and it started to attract increased atten-
tion in the process systems engineering (PSE) community in the 1970s (Reklaitis,
1982). Since then, considerable progress has been made in the modeling of pro-
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duction scheduling problems as well as in the development of efficient methods for
solving these models. For recent reviews of works on production scheduling in PSE,
we refer to Méndez et al (2006), Maravelias (2012), and Harjunkoski et al (2014).
Furthermore, Maravelias and Sung (2009) discuss the integration of scheduling and
planning, which involves longer time horizons; and Li and Ierapetritou (2008) and
Verderame et al (2010) review approaches proposed for scheduling under uncer-
tainty.

For industrial DSM, we can leverage the tremendous advances in production
planning and scheduling made over the last few decades; however, there are unique
challenges that require special attention. The four main challenges that we see in
planning and scheduling for industrial DSM are the following:

1. Modeling operational flexibility
Electricity prices are extremely time-sensitive. In a typical day-ahead market, the
price varies from hour to hour; in the real-time market, it changes every few min-
utes. In order to capture this time dependence and determine a process’ ability to
quickly respond to price changes, very detailed scheduling models are required.
In these models, the representation of time and the accurate modeling of con-
straints on transitions between different process operating points are especially
critical.

2. Integration of Production and Energy Management
Traditionally, production and energy management are handled separately. For
planning and scheduling, this means that first, a production scheduling problem
is solved, and once the production schedule is determined, the objective of en-
ergy management is to minimize the cost for purchasing the electricity required
for this particular production schedule. This sequential approach can easily lead
to suboptimal solutions since possible synergies between production and energy
management are not taken into account. Hence, an integrated approach that con-
siders both parts simultaneously can be very beneficial, especially when power
contracts with complex constraints are applied. Moreover, energy management
can be further complicated by the presence of onsite generation and participation
in dispatchable DR programs.

3. Decision-making across multiple time scales
To perform DSM scheduling, a detailed model with a fine time representation is
required; the typical time horizon for such a scheduling problem is one day or
one week. In contrast, in long-term planning, the time horizon may span multiple
months or years. In that case, however, we cannot simply apply the same detailed
model with an extended time horizon because the resulting model would be com-
putationally intractable, nor can we use an aggregate model with a coarse time
representation since then we would not be able to model DSM activities. Hence,
computationally efficient planning models have to be developed that can capture
both long-term as well as short-term effects.

4. Optimization under uncertainty
The level of uncertainty in the power grid is extremely high due to various factors
such as fluctuating electricity demand, deregulation of electricity markets, and in-
creasing penetration of intermittent renewable energy. The most apparent result
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of this uncertainty is the high volatility in electricity price. Also, all dispatchable
DR activities are intrinsically uncertain because the consumer does not know in
advance when the grid operator will request the dispatch of those DR services.
Furthermore, uncertainties on the production side, e.g. regarding product demand
and processing time, also exist. The major challenge lies in the accurate char-
acterization of the relevant sources of uncertainty and optimal decision-making
while considering these uncertainties.

Associated with all the above is the challenge of computational efficiency. With
the incorporation of new features, the models become more complex and computa-
tional tractability becomes an issue. Many large-scale real-world problems cannot
be solved by using off-the-shelf tools. Therefore, along with novel modeling ap-
proaches, efficient solution methods have to be developed in order to improve the
computational performance.

In the following, we present a comprehensive review of existing works address-
ing the aforementioned four main challenges. All reviewed works are listed in Ta-
ble 1, presented in chronological order with respect to the publication date. Table
1 shows various features of the different models, and we will refer back to this
overview in the next subsections.

4.1 Modeling Operational Flexibility

The key to industrial DSM is operational flexibility, which allows load profile adjust-
ment in response to electricity market signals. In this context, a production facility’s
operational flexibility is mainly defined by its ability to ramp up and down pro-
duction and its product inventory capacity. In order to assess the potential benefits
from DSM for an industrial plant, a detailed scheduling model capturing all rele-
vant process constraints and interactions with electricity markets is required. The
development of such scheduling models has been identified as a promising research
topic only very recently. From Table 1, one can see that almost all works addressing
this subject have been conducted after year 2000, with the vast majority published
within the past five years.

Relevant Industrial Processes Industrial processes considered in the literature can
be grouped into two general categories: continuous production and batch produc-
tion. For example, air separation and aluminum manufacturing are typical contin-
uous processes, whereas steel production is mainly operated in batch mode. Table
1 shows for each reference whether the proposed model is primarily designed for
continuous or batch production processes. Note that some of the models can also be
applied to model hybrid (continuous and batch) production environments.

Also, Table 1 lists particular industrial processes to which each model has been
applied. Cryogenic air separation and steel manufacturing, which are arguably the
most complex production processes among the ones listed, have been considered
more extensively. Cryogenic air separation is power-intensive because of the large



10 Qi Zhang and Ignacio E. Grossmann

Table 1 Overview of reviewed works. The table lists the papers in chronological order and shows
various features of the applied models. The different features are shown in thematic groups.
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Daryanian et al (1989) X X X X

Ashok and Banerjee (2001) X X X X

Ierapetritou et al (2002) X X X X X

Everett and Philpott (2002) X X X X X

Ashok (2006) X X X X

Karwan and Keblis (2007) X X X X

Babu and Ashok (2008) X X X X

Castro et al (2009) X X X X X

Yusta et al (2010) X X X X

Nolde and Morari (2010) X X X X

Haı̈t and Artigues (2011) X X X X

Castro et al (2011) X X X X X

Fang et al (2011) X X X

Mitra et al (2012a) X X X X X

Mitra et al (2012b) X X X X X

Wang et al (2012) X X X X X

Vujanic et al (2012) X X X X X X

Castro et al (2013) X X X X

Artigues et al (2013) X X X X

Tan et al (2013) X X X X

Ding et al (2014) X X X X

Wang et al (2014) X X X X

Mitra et al (2014) X X X X X

Labrik (2014) X X X X X X

Zhang and Hug (2014) X X X X X X

Shrouf et al (2014) X X X X

Zhang et al (2015c) X X X X X X X

Zhang and Hug (2015) X X X X X X

Zhang et al (2015e) X X X X X

Zhang et al (2015b) X X X X X X

Hadera et al (2015) X X X X X X

Tan et al (2015) X X X X

Zhang et al (2015d) X X X X X X

Zhang et al (2015a) X X X X X X
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amount of compression that is required in the separation and liquefaction processes.
In steel manufacturing, the most power-intensive production stages are the melting
process in the electric arc furnace and the hot rolling process.

Other power-intensive industrial processes considered in case studies are alu-
minum, cement, chlor-alkali, flour, and pulp production, and machining. Aluminum
and chlor-alkali manufacturing involve electrolysis, while the high power intensities
in cement, flour, pulp, and machining processes stem from mechanical operations
such as grinding, milling, and turning.

Prevalent Modeling Concepts In one of the first works on DSM scheduling,
Daryanian et al (1989) propose a multiperiod model that merely consists of inven-
tory constraints and bounds on the production rate. However, industrial processes
are seldom that simple, and more accurate representations require detailed models
involving more complex constraints.

In cases where the scheduling problem is primarily concerned with the sequenc-
ing and timing of power-intensive production tasks, typical machine scheduling for-
mulations have been applied in several proposed models (Nolde and Morari, 2010;
Fang et al, 2011; Wang et al, 2012). Tan et al (2013) and Hadera et al (2015) further
include constraints on waiting times between consecutive production stages, which
are especially important in steel manufacturing.

Many chemical production environments exhibit a network structure (Maravelias,
2012) in which material handling constraints play an essential role. The scheduling
of such processes is the focus of the works by Ashok and coworkers (Ashok and
Banerjee, 2001; Ashok, 2006; Babu and Ashok, 2008), who emphasize the impact
of storage in industrial DSM. For the same purpose, Ding et al (2014) apply the
well-known concept of the state-task network (STN) (Kondili et al, 1993), in which
state nodes represent feeds, intermediates, and final products, and task nodes repre-
sent processing operations. A similar concept is the one of the resource-task network
(RTN) (Pantelides, 1994), which forms the basis for several DSM scheduling mod-
els proposed by Catro and coworkers (Castro et al, 2009, 2011, 2013).

Another popular modeling concept is based on the notion of operating modes.
First proposed by Ierapetritou et al (2002) and further developed by Karwan and
Keblis (2007), it takes into account that production and power consumption charac-
teristics can vary within the same process depending on the configuration or state in
which the process is operating. In a mode-based model, the process can only operate
in one of the given operating modes, and each mode is defined by a specific feasible
region in the product space and a power consumption function with respect to the
production rates. Mitra et al (2012a, 2013) reformulate the model by Karwan and
Keblis (2007) to improve the tightness of the formulation, and develop additional
constraints to impose restrictions on the transitions between different modes. The
proposed mode transition constraints are as follows:

∑
m

ymt = 1 ∀ t (1a)

∑
m′∈T Rf

m

zm′m,t−1− ∑
m′∈T Rt

m

zmm′,t−1 = ymt − ym,t−1 ∀m, t (1b)
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ym′t ≥
θmm′

∑
k=1

zmm′,t−k ∀(m,m′) ∈ T R, t (1c)

zmm′,t−θ̄mm′m′′
= zm′m′′t ∀(m,m′,m′′) ∈ SQ, t (1d)

where the binary variable ymt takes the value 1 if mode m is selected in time period
t. Eq. (1a) states that one and only one mode has to be selected in each time period.
Eq. (1b) ensures that the binary variable zmm′t takes the value 1 if and only if the
plant switches from mode m to mode m′ at time point t. Here, T Rf

m denotes the set
of modes from which mode m can be directly reached; similarly, T Rt

m denotes the
set of modes which can be directly reached from mode m. Eq. (1c) states that after
switching from mode m to mode m′, the plant has to remain in mode m′ for at least
θmm′ time periods. Moreover, for an allowed mode transition sequence from m to m′

to m′′, Eq. (1d) can be used to fix the number of time periods that the plant has to
remain in mode m′ to θ̄mm′m′′ .

Mode-based models have been applied in some of the most recent works on DSM
planning and scheduling (Shrouf et al, 2014; Zhang et al, 2015c,e,b,d,a). In the most
recent development, Zhang et al (2015e) have further generalized the model such
that it can also be used to represent continuous process networks.

Time Representation One important attribute of scheduling models is the rep-
resentation of time, which is especially critical in DSM applications because of
the highly time-sensitive nature of electricity prices. In general, one distinguishes
between discrete- and continuous-time models, and there is a large body of work
in the literature discussing different formulations and their strengths and limita-
tions (Floudas and Lin, 2004; Méndez et al, 2006; Sundaramoorthy and Maravelias,
2011).

As shown in Table 1, predominantly discrete-time models have been used in
DSM scheduling. In a discrete time representation, in which the scheduling horizon
is divided into discrete time periods, it is straightforward to model the time-varying
electricity price by simply assigning different price values to different time periods.
In most cases, hourly electricity prices are considered, with a scheduling horizon of
one day or one week resulting in 24 or 168 time periods, respectively.

Unlike discrete-time models, a continuous time representation allows processing
tasks to start at any point in the continuous time domain. In scheduling problems in
which tasks can change within small time intervals, continuous-time models can be
beneficial since an appropriate discrete-time model may require a very fine time dis-
cretization, which could dramatically increase the size of the model. However, with
time-varying electricity prices, modeling the electricity cost becomes a challenge
in continuous-time formulations. Castro et al (2009) propose a continuous-time for-
mulation in which different electricity prices e are defined over price periods p ∈ Pe
with starting times Lep and ending times Uep. Also, tasks are disaggregated into tasks
executed at different electricity prices, forming the price-dependent sets of tasks Īe.
This time representation is illustrated in Fig. 3, where τt denotes the absolute time at
event point t, and τ̂t denotes the starting time of tasks executed during time interval
t. The corresponding timing constraints are:
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∑
e

∑
p∈Pe

yt pe = 1 ∀ t 6= |T | (2a)

τ̂t ≥∑
e

∑
p∈Pe

Lep yt pe ∀ t 6= |T | (2b)

τ̂t + ∑
i∈Īe

µ̄ri ξit

ρmax
i
≤ ∑

p∈Pe

Uep yt pe +M

(
1−∑

i∈Īe

µ̄ri zit

)
∀ t 6= |T |, e, r ∈ RTC (2c)

where the binary variable yt pe takes the value 1 if during time interval t, tasks are
processed within price period p ∈ Pe. Eq. (2a) states that there is one active price
period during each time interval. Eqs. (2b) and (2c) ensure that a task starts and
finishes within the corresponding price period. Here, µ̄ri is the discrete interaction
of resource r with task i at its end, ξit is the amount handled by task i during interval
t, ρmax

i is the maximum processing rate of task i, M is a big-M parameter, zit is
a binary variable that takes the value 1 if task i is executed in interval t, and RTC

denotes the set of equipment resources involved in timing constraints.

Fig. 3 Illustration of continuous time representation with timing constraints (Castro et al, 2009).

Nolde and Morari (2010) propose a continuous-time model for load tracking in
which the electricity consumption in prespecified load intervals is determined by
computing the overlap of tasks with the load intervals. The same concept can be ap-
plied to determine electricity cost when electricity prices vary with time (Tan et al,
2013). The idea is illustrated in Fig. 4, which shows six different task-interval over-
lap cases that need to be considered for each task-interval pair. Nolde and Morari
(2010) present a formulation using binary variables and corresponding big-M con-
straints for each of the six cases. This formulation has been further improved by Haı̈t
and Artigues (2011) who compute the overlaps by introducing binaries indicating
whether a task begins before or during a price interval. This reformulation greatly
reduces the number of constraints and binary variables. A continuous-time model
applying a similar approach has been proposed by Hadera et al (2015).

Computational performance is often the key criterion when choosing between
discrete- and continuous-time scheduling models. An analysis of the reviewed
works shows that at this point, discrete-time models generally show better com-
putational performance when applied to large-scale problems. Castro et al (2009)
show that only problems of small size can be handled effectively by the continuous-
time model, while problems of industrial significance can be solved efficiently with
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Fig. 4 Six possible task-interval overlap cases (Nolde and Morari, 2010).

a comparable discrete-time model. In order to mitigate this limitation, Castro et al
(2011) propose an aggregate discrete-time model that is used in conjunction with
a continuous-time model in a rolling horizon framework. The computational re-
sults show that the proposed solution approach is considerably more efficient than
both full-space traditional discrete- and continuous-time models. However, under
restricted power availability, the rolling horizon approach may lead to subopti-
mal solutions, in which case the full-space discrete-time model becomes the bet-
ter choice. Hadera et al (2015) apply a heuristic bilevel decomposition approach
to solve the proposed continuous-time model. The decomposition approach signif-
icantly reduces the solution time; however, the problem is still only tractable for a
one-day scheduling horizon.

Types of Models From Table 1, we can see that the vast majority of the reviewed
models are formulated as mixed-integer linear programs (MILPs). Two very sim-
plistic models (Daryanian et al, 1989; Wang et al, 2014) are formulated as linear
programs (LPs). A nonlinear programming (NLP) formulation is proposed by Yusta
et al (2010) for machining process scheduling, where the nonlinearity stems from
the equation expressing the lifetime of the cutting tool as a nonlinear function of the
cutting speed and the power consumption function.

Ierapetritou et al (2002) apply a quadratic power consumption function, which
gives rise to a mixed-integer nonlinear programming (MINLP) formulation. Gen-
eralized Benders decomposition (Geoffrion, 1972) and outer approximation (Duran
and Grossmann, 1986) have been applied to solve the problem. Since the MINLP is
convex in the continuous variables, both solution algorithms are guaranteed to ob-
tain the global optimal solution; however, they require considerable computational
expense for solving industrial-scale problems. Hence, Ierapetritou et al (2002) cre-
ate an approximate MILP by linearizing the power consumption function and solve
the MILP instead of the original MINLP. The results show that the MILP model can
be solved in significantly less computational time and obtains solutions that are very
close to the true optimal solutions of the MINLP. Babu and Ashok (2008) propose an
MINLP model with quadratic functions expressing the power factors and efficien-
cies of each subprocess. The model has been solved with the global optimization
algorithm implemented in the LINDO solver.
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Clearly, the preference of linear over nonlinear models is a result of the fact that
in general, linear models are considerably easier to solve than nonlinear ones. How-
ever, many processes exhibit nonlinear behavior that needs to be approximated in
linear models. A recent attempt to improve the accuracy of the process representa-
tion in MILP models has been proposed by Zhang et al (2015c,e). Here, the idea
is to approximate the generally nonconvex feasible region of a process or a certain
configuration of a process by a set of polytopes with a linear power consumption
function associated with each polytope. Such models are referred to as Convex Re-
gion Surrogate (CRS) models (Zhang et al, 2014). The advantage of a CRS model
is that it captures nonlinearities and nonconvexities, yet it can be formulated as a set
of mixed-integer linear constraints, which do not increase the computational com-
plexity of the scheduling model if it is already formulated as an MILP.

Moreover, Artigues et al (2013) show an interesting application of constraint pro-
gramming (CP) in industrial DSM. Here, the scheduling problem is solved in two
steps. In the first step, a job assignment and sequencing problem with fixed job dura-
tions is solved with a CP model; then in the second step, an MILP scheduling model
is solved with the job assignment and sequencing obtained in the first step. Obvi-
ously, this is another attempt to reduce the computational effort by decomposing the
problem.

Main Insights from Case Studies A number of case studies have been presented
in the reviewed references, some using real-world data from industry. Here, we sum-
marize some of the main insights drawn from these case studies in which scheduling
under time-sensitive electricity prices has been considered.

All case study results show the high potential benefit of industrial DSM, accom-
plished primarily by shifting load toward low-price periods. Cost savings up to 20 %
can be achieved compared to scheduling assuming constant electricity prices (Castro
et al, 2009). The optimization even shows that in certain cases, it can be beneficial
to shut down the plant for a long period of time (Ierapetritou et al, 2002; Mitra et al,
2012a). However, the impact of DSM strongly depends on the level of operational
flexibility. In particular, if a plant is highly utilized, i.e. it has to operate at close to
full capacity in order to meet the product demand, there will be hardly any room
for load shifting (Ashok, 2006; Mitra et al, 2012a). Therefore, DR should be mainly
considered for plants with a relatively low level of utilization.

4.2 Integration of Production and Energy Management

Industrial DSM relies on the integrated optimization of production and energy man-
agement. In most existing works on DSM planning and scheduling, the energy man-
agement part only consists of purchasing electricity at time-varying prices with pos-
sibly an upper bound constraint on the amount of electricity that can be purchased in
each time period. As indicated by the overview shown in Table 1, only very recently,



16 Qi Zhang and Ignacio E. Grossmann

more complex energy management activities involving power contracts with various
price structures, onsite generation, and dispatchable DR have been considered.

Nolde and Morari (2010) consider a load tracking problem in which the actual
electricity consumption of a steel plant is supposed to match a committed load curve;
penalties incur for over- and underconsumption. Besides load tracking, the models
proposed by Labrik (2014) and Hadera et al (2015) account for multiple electricity
sources as well as onsite generation, which generates electricity that can be either
used to power the steel plant or sold to the electricity market. A network flow for-
mulation is applied to incorporate the electricity purchase and sales options into the
scheduling model. Results from case studies show that often a substantial amount
of electricity is generated onsite, some of which is sold to the market in order to
reduce the net electricity cost. Also, the penalties for deviating from the committed
load curve can be quite significant and are often in the same order of magnitude
as the net electricity cost. Onsite generation is also considered in the model pro-
posed by Wang et al (2012), which further includes fuel storage constraints and gas
emissions in the objective function.

Zhang et al (2015b) consider the integrated optimization of short-term produc-
tion scheduling and electricity procurement. In the proposed model, power con-
tracts are assumed to have two price components: a time-dependent, and an amount-
dependent component. A block contract formulation is applied to model the amount-
dependent price component, which allows discount prices depending on the pur-
chase amount. To also accommodate penalty contracts, Zhang et al (2015e) propose
a more general block contract formulation which can be expressed as the following
disjunction:

∨
b∈Bc


Xcbt

Hcb′t = Hmax
cb′ ∀b′ ∈ Bc, b′ < b
Hcb ≤ Hmax

cb
Hcb′t = 0 ∀b′ ∈ Bc, b′ > b

 ∀c, t (3a)

Y
b∈Bc

Xcbt ∀c, t (3b)

Xcbt ∈ {true, f alse} ∀c, b ∈ Bc, t (3c)

where Bc is the set of blocks for contract c, Hcbt denotes the amount of electricity
purchased in block b ∈ Bc in time period t, and Hmax

cb is the amount of electricity
that one has to purchase in block b ∈ Bc before reaching the next block. Xcbt is a
boolean variable that is true if block b is the highest block reached for contract c
in time period t. Disjunction (3a) states that if Xcbt is true, the maximum amount is
purchased in all lower blocks b′ < b, the electricity purchase in block b is bounded
by Hmax

cb , and no electricity is purchased in higher blocks b′ > b. According to logic
constraint (3b), one and only one Xcbt has to be true. By applying the hull reformu-
lation (Balas, 1985), Eqs. (3) can be transformed into a set of mixed-integer linear
constraints and incorporated into the MILP scheduling model. Fig. 5 illustrates how
discount and penalty contracts can be represented as block contracts with appropri-
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ate prices assigned to the corresponding blocks. Note that in the example shown in
Fig. 5b, penalties incur for both over- and underconsumption.

(a) Discount contract (b) Penalty contract

Fig. 5 Discount and penalty contracts can be modeled as block contracts (Zhang et al, 2015e).

Vujanic et al (2012), Zhang and Hug (2014, 2015), and Zhang et al (2015c,d) de-
velop systematic approaches for the optimization of dispatchable DR activities, e.g.
the provision of regulation and operating reserve services. Participation in dispatch-
able DR programs creates new unconventional revenue streams that can significantly
reduce net operating costs; however, the process is associated with high degree of
uncertainty due to the unpredictability of DR events. Handling these cases requires
advanced stochastic optimization methods; hence, we postpone further detailed dis-
cussion of this topic to Section 4.4.

4.3 Decision-making Across Multiple Time Scales

In long-term DSM planning, tactical and strategic decisions may be considered,
such as investment decisions for capacity expansion and retrofit, and the selection of
long-term power contracts. Since planning problems involve much longer time hori-
zons, they are typically solved using models that are considerably less detailed than
short-term scheduling models. However, such aggregate models cannot be applied
to industrial DSM problems because they do not capture time-sensitive electricity
prices and DR events with sufficient accuracy.

Integrated decision-making across multiple time scales—short-term operational
and long-term tactical and strategic DSM decisions—has barely been considered
in the literature. Mitra et al (2014) propose a multiscale capacity planning model
for power-intensive continuous processes considering hourly changes in electric-
ity price. The objective is to find the optimal investment strategy for purchasing
new equipment, performing equipment upgrades, and installing additional storage
facilities over a planning horizon of multiple years. Instead of applying a detailed
representation across the entire time horizon, which would be computationally in-
tractable, the model is simplified by leveraging the seasonality of electricity prices.
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Here, each year is divided into four seasons, and each season is represented by one
week, which is repeated cyclically and characterized by a typical electricity price
profile that reflects the price’s seasonal behavior. An hourly time discretization is
applied, which results in 672 time periods representing each year (4 seasons, each
with a week divided into 168 time periods). While the number of time periods is
rather large, it is considerably smaller compared to the 8,760 time periods that would
be required to represent hourly discretization over one year.

Zhang et al (2015a) apply a similar approach, but represent each season of the
year by two weeks. While the first week is repeated cyclically, the second is used
to impose mass balance constraints between adjacent seasons. In this way, unlike in
the model proposed by Mitra et al (2014), a consistent inventory profile throughout
the year is achieved since inventory can be carried over from one season to the
next. Using this modeling idea, which is illustrated in Fig. 6, Zhang et al (2015a)
solve a long-term electricity procurement problem under uncertainty over a one-year
planning horizon.

Fig. 6 In the multiscale model proposed by (Zhang et al, 2015a), each of the four seasons of the
year is represented by two weeks, where the first has a cyclic schedule and the second is noncyclic.

4.4 Optimization Under Uncertainty

Most existing planning and scheduling tools for DSM are deterministic, i.e. they as-
sume that all given input parameters are certain, including future electricity prices.
However, this assumption is rarely valid, especially in the case of spot electricity
prices, which are extremely difficult to forecast (Zareipour et al, 2010). In the light
of the high level of uncertainty in DSM problems, optimization models have been
developed that consider the characteristics of the uncertain parameters instead of
simply assigning to them their expected values. In this way, a more realistic rep-
resentation of the problem can be achieved, which forms the basis for improved
decision-making.

Two major uncertainty modeling approaches have been applied to DSM planning
and scheduling problems: stochastic programming (Birge and Louveaux, 2011), and
robust optimization (Ben-Tal et al, 2009). In stochastic programming, the uncer-
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tainty is represented by discrete scenarios with given probabilities, and decisions
are made at different stages, which are defined such that realization of uncertainty
is observed between two stages. At each stage, actions depending on previous ob-
servations are taken; such reactive actions are also referred to as recourse decisions.
In robust optimization, the uncertainty is specified in terms of an uncertainty set
from which any point is a possible realization of the uncertainty. A robust optimiza-
tion model is formulated such that it is feasible for the entire uncertainty set and
optimizes the worst case.

Modeling Electricity Price Uncertainty Ierapetritou et al (2002) present a two-
stage stochastic programming framework in which the electricity prices for the first
three days of the scheduling horizon are assumed to be known while the prices for
the remaining days are assumed to be stochastic. The uncertain prices are charac-
terized by a set of scenarios with each scenario corresponding to a particular price
profile for the time beyond the first three days. While the first-stage decisions are
related to the first three days, the second-stage decisions are related to the remaining
days of the scheduling horizon and can be different for each scenario. Given prob-
abilities for each scenario, the objective is to minimize the total expected operating
cost. A similar approach is taken by Everett and Philpott (2002) who assume that all
future electricity prices are uncertain; hence, each scenario represents a price profile
over the entire scheduling horizon.

Monte Carlo simulation with a stochastic price forecasting model can be used
to generate electricity price profiles that are needed in a scenario-based approach.
However, in order to accurately characterize the price uncertainty over a longer pe-
riod of time, many price profiles are required, which leads to a large-scale stochastic
programming model that may be computationally intractable. This limitation has
motivated Mitra et al (2012b) to apply a robust optimization approach to model
uncertain electricity prices, which features different possible price ranges and can
account for correlated data. Here, the problem is formulated as follows:

min
x

max
c,z ∑

t
αt Et (4a)

s.t. αt = ∑
t ′

ζtt ′ ct ′ ∀ t (4b)

cmin
tk ztk ≤ c̄tk ≤ cmax

tk ztk, ztk ∈ {0,1} ∀ t, k (4c)

ct = ∑
k

c̄tk, ∑
k

ztk = 1 ∀ t (4d)

∑
t

ztk ≤ Γk ∀k (4e)

s.t. x ∈ X (4f)

where x denotes the operational decision variables including Et , the amount of elec-
tricity purchased in time period t. Given the scheduling constraints that are generally
represented by Eq. (4f), this bilevel formulation minimizes the cost of purchasing
electricity for the worst case within the uncertainty set defined by Eqs. (4b)–(4e). As
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shown in Eq. (4b), the electricity price in time period t, αt , is stated as a weighted
sum of random variables ct ′ , which allows the modeling of correlations between
electricity prices across different time periods. To have a more realistic characteriza-
tion of the uncertainty as well as to allow adjustment of the level of conservatism, the
uncertainty space for the electricity price is split into multiple price ranges (Düzgün
and Thiele, 2015). Eqs. (4c)–(4d) ensure that only one price range k is chosen in
each time period t, and the parameter Γt in Eq. (4e) represents an upper bound on
the number of time periods in which the electricity price is within price range k.
Finally, by applying duality theory, the inner maximization problem is reformulated
into a minimization problem, which transforms the overall bilevel formulation into
a tractable single-level minimization problem.

Electricity Price and Product Demand Uncertainty, and Risk Since DSM com-
prises both production and energy management, only accounting for uncertainty
related to electricity is often insufficient. Uncertainty on the production side may
have a different and possibly larger impact on the plant operations, and decision-
making in the presence of multiple sources of uncertainty is certainly nontrivial. In
their proposed stochastic programming model, Mitra et al (2014) consider product
demand uncertainty, which is a parameter that can have a profound impact on the
solution and is often associated with high degree of uncertainty. For different cases,
Mitra et al (2014) compute the value of stochastic solution (VSS), which measures
the improvement in the objective function value achieved by solving the stochastic
model compared to the solution obtained from the deterministic model. The results
show that the VSS can be quite significant, especially for skewed demand distribu-
tions with large standard deviations.

Zhang et al (2015b) consider both electricity price and product demand uncer-
tainty while solving an integrated production scheduling and electricity procurement
problem. In the proposed two-stage stochastic programming framework, operating
modes are selected and the amount of electricity purchased from power contracts
with known prices is determined in the first stage, while recourse decisions in the
second stage are the actual production rates and the amount of electricity purchased
from the spot market where the prices are uncertain. Multiple modeling and solu-
tion strategies have been applied to address real-world problems of relevant size:
(1) incorporation of conditional value-at-risk (Rockafellar and Uryasev, 2000) as
risk measure; (2) generation of electricity price scenarios using ARIMAX models;
(3) scenario reduction (Dupacova et al, 2003) to obtain a small subset of scenarios
that still represent the uncertainty relatively well; (4) multicut Benders decomposi-
tion (Birge and Louveaux, 1988) to reduce the solution time. The case studies show
that there can be substantial differences between the solutions obtained from de-
terministic, risk-neutral, and risk-averse optimization. Also, an extensive analysis
of the VSS shows that in risk-neutral optimization, accounting for electricity price
uncertainty does not result in significant additional benefit, whereas in risk-averse
optimization, modeling price uncertainty is crucial for obtaining good solutions.

Uncertainty in Dispatchable DR The development of systematic decision-making
tools for dispatchable DR has not been attempted until recently. The main challenge
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lies in the inherent uncertain nature of the problem since the consumer does not
know in advance when the dispatch of the provided DR resources will be requested.

Zhang and Hug (2014) apply a stochastic programming approach to optimize
the provision of regulation capacity by aluminum smelters. Likewise, by applying
a scenario-based approach similar to the one proposed by Conejo et al (2002) for
electricity producers, Zhang and Hug (2015) derive a bidding strategy for aluminum
smelters. In the bidding process, participants state how much energy or operating
reserve capacity they are willing to sell at which price. In the proposed stochastic
programming framework, the price is the uncertain parameter, and a scheduling
problem is solved for each price scenario. The solution provides price-amount pairs
for each scenario, which can be used to construct the bidding curve.

In the above-mentioned stochastic programming approaches, the same probabil-
ities are assumed for all scenarios. This assumption is usually not realistic; in fact,
it is very difficult to obtain reasonable probability distributions for dispatchable DR
events. Furthermore, when providing operating reserve, dispatch upon request has
to be guaranteed since otherwise, one has to pay very high penalties or may not even
be allowed to participate in the market. Hence, robust solutions are required. Vujanic
et al (2012) consider uncertainty in the start times of scheduled tasks, which may
be caused by load shifting required to meet operating reserve demand. Robust op-
timization has been applied to ensure feasibility for any changes in task start times
within prespecified ranges. Note that the proposed model only identifies the pro-
vision of operating reserve as the source of the uncertainty, but does not actually
optimize it.

Zhang et al (2015c) assess the operational benefit of adding cryogenic energy
storage capabilities to air separation plants. Among other things, the energy storage
can be used to provide operating reserve since it can be quickly ramped up to gen-
erate electricity in case of grid contingencies, which is when operating reserves are
needed. Here, a robust optimization approach is applied, for which the following
uncertainty set U is proposed:

U(R) =

{
w :

(
Dt = Rt wt , 0≤ wk ≤ 1 ∀1≤ k ≤ t,

t

∑
k=1

wk ≤ Γt

)
∀ t

}
(5)

where Dt denotes the operating reserve demand in time period t, which is uncertain,
and Rt is the reserve capacity provided by the plant in time period t. The normalized
reserve demand in time period t, wt , takes a value between 0 and 1. The parameter
Γt , which defines the maximum number of time periods in which maximum reserve
dispatch can occur up to time t, can be used to adjust the level of conservatism. Note
that the uncertainty set depends on the amount of provided reserve capacity.

A major drawback of traditional robust optimization approaches is their inability
to account for recourse, which makes the formulation overly conservative. A recent
advance in the robust optimization area is the development of so-called adjustable
robust formulations (Ben-Tal et al, 2004), in which recourse actions are defined in
terms of affine decision rules. Zhang et al (2015d) apply this approach to optimize
the provision of interruptible load, which is operating reserve that large electricity
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consumers can provide by reducing (interrupting) their load. Here, the production
rates, which directly affect the electricity consumption, are the decision variables
that need to depend on the uncertainty. Considering the uncertainty set given by Eq.
(5), the affine decision rule is stated as follows:

Qit = Qit +
t

∑
k=1

qitk wk (6)

where Qit is the amount of product i produced in time period t. The coefficients
qitk are now also part of the decision variables. As one can see, Qit is allowed to
depend on uncertain parameters realized in all previous time periods, which makes
this a multistage formulation. Besides forcing the production rates to decrease when
interruptible load is requested, the decision rule also allows the production rates
to increase after interruptible load events to make up for lost production. The case
study results show that much improved solutions can be achieved by solving the
proposed model compared to applying the traditional robust optimization approach.

5 Case Studies

In the following, we present two case studies in which models proposed to ad-
dress some of the aforementioned challenges are applied to real-world industrial
problems. In both cases, the industrial process under consideration is air separa-
tion, for which real plant data have been provided by Praxair. Note, however, that
the proposed model formulations are general and can be applied to other simi-
lar continuous power-intensive processes. The models are implemented in GAMS
24.4.1 (GAMS Development Corporation, 2015) and solved by using the commer-
cial solver CPLEX 12.6.1 on an Intel R© CoreTM i7-2600 machine at 3.40 GHz with
8 processors and 8 GB RAM running Windows 7 Professional.

5.1 Scheduling of Process Networks with Various Power Contracts

The first case study is taken from Zhang et al (2015e) and deals with the optimal
scheduling of continuous power-intensive process networks while considering var-
ious power contracts. Fig. 7 shows the process network of the given air separa-
tion plant. The gaseous oxygen (GO2), liquid oxygen (LO2), liquid nitrogen (LN2),
and liquid argon (LAr) flowing out of the air separation (AS) process can be di-
rectly sold whereas gaseous nitrogen (GN2) has to be further compressed before
it can be supplied to the customers. Two kinds of GN2 are sold: medium-pressure
GN2 (MPGN2) and high-pressure GN2 (HPGN2). GN2 is compressed to MPGN2
through Process LMCompGN2 and can be further compressed to HPGN2 through
Process MHCompGN2; it can also be directly converted to HPGN2 by running Pro-
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cess LHCompGN2. Furthermore, GN2 can be liquefied to LN2 by running Process
LiqGN2. Overproduced gaseous products can be vented through a venting process,
and all liquid products can be converted into the corresponding gaseous products
through a so-called driox process.

Fig. 7 Process network representing the given air separation plant (Zhang et al, 2015e).

Fig. 8 shows the electricity consumption profiles for each of the processes. The
vast majority of the electricity consumption is attributed to the air separation unit
(ASU). The GN2 liquefier also consumes a large amount of electricity but is only
used five times, each time for a few hours. Compared to the ASU and the GN2
liquefier, the pipeline compressors contribute relatively little to the total electric-
ity consumption. Significant load shifting can be observed in the schedule; this is
mainly realized by operating the liquefier during low-price hours, which allows a
fairly constant operation of the other processes.

Fig. 8 Amount of electricity consumed by each process of the air separation plant.
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The breakdown of the total electricity purchase into the purchases from the three
different sources (TOU contract, penalty contract with penalty for underconsump-
tion, and the spot market) as well as the corresponding electricity prices are shown
in Fig. 9. One can observe that in each time period, we choose to purchase from the
source with the lowest price. Two sources are chosen in the same time period only
when the maximum purchase amount is reached for one of the two sources. Also,
sufficient amount of electricity is purchased from the penalty contract such that no
penalty has to be paid.

Fig. 9 Breakdown of total electricity purchase into purchases from the three difference sources.

This case study demonstrates the ability of state-of-the-art optimization mod-
els to accurately represent complex process systems and incorporate various power
contract structures. One major strength of the proposed discrete-time scheduling
model is the computationally efficient formulation. Zhang et al (2015b) show that
large-scale problems with tens of thousands of variables and hundreds of thousands
of constraints can be solved within a few minutes, which allows the use of such a
scheduling tool in a real industrial setting.

5.2 Risk-based Integrated Production Scheduling and Electricity
Procurement

The second case study is taken from Zhang et al (2015b) and considers the in-
tegrated production scheduling and electricity procurement under spot electricity
price and product demand uncertainty. The proposed two-stage stochastic program-
ming model incorporates CVaR as a measure of risk. Here, the main first-stage deci-
sions are the selection of operating modes and the committed amount of electricity
purchase from power contracts; second-stage decisions are the actual production
rates, the amount of purchased product, and the amount of electricity purchased
from the spot market. For a particular air separation case, Fig. 10 shows the electric-
ity purchase and corresponding price profiles from the deterministic, the risk-neutral
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stochastic, and the risk-averse stochastic solutions. We highlight the significant dif-
ferences between these three solutions.

Fig. 10 Electricity purchase profiles obtained from solving the deterministic, the risk-neutral, and
the risk-averse optimization models (Zhang et al, 2015b).

In deterministic optimization, uncertainty is ignored such that decisions are pri-
marily driven by the differences between the power contract prices and the expected
spot price. A significant amount of electricity is procured from Contract 2 because
the price discount at this purchasing amount makes it less expensive than purchasing
from the spot market during on-peak hours. However, there is a very high expected
cost of purchasing additional products because the selected operating modes do not
have sufficient production capacities in the high-demand scenarios.

In risk-neutral stochastic optimization, first-stage decisions are to a great extent
driven by the need for flexibility that has to be maintained in the second stage in or-
der to react to different scenarios. Deterministic and risk-neutral optimization lead
to similar schedules for the electricity procurement from power contracts. However,
the risk-neutral solution suggests selecting operating modes with higher production
capacities in order to be able to accommodate high-demand scenarios. This strat-
egy leads to considerably lower costs for purchasing additional products, especially
during the last three days of the week. In this case, the relative reduction in total
expected cost amounts to 7.2 %.
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Unlike the deterministic and risk-neutral solutions, the risk-averse solution sug-
gests to purchase more than half of the required electricity from power contracts.
Here, contracts are effectively used to hedge against the risk of low-profit scenarios.
In particular, considerable amount of electricity is purchased from contracts toward
the end of the week when the level of uncertainty in the spot electricity price is
highest. The relative VSS in this case is 8.3 %.

It is worth noting that the stochastic models were solved by applying a multicut
Benders decomposition algorithm (Birge and Louveaux, 1988). When solving the
full-space risk-averse model, for example, CPLEX was not able to find a feasible
solution within two hours, while the proposed decomposition approach solved the
problem to 0.7 % optimality gap within the same time.

6 Future Developments and Challenges

As indicated by the review presented in Section 4, planning and scheduling for in-
dustrial DSM is a relatively new research area, and there is significant need for
further development. In the following, we highlight some remaining challenges and
opportunities in this area:

• Power contracts can involve very complex price structures, which cannot be con-
sidered in the current models. Also, existing DSM programs are constantly re-
vised and new ones are created. Hence, a stronger focus on the modeling of
market mechanisms and the energy management side in general is needed.

• Many DSM problems, including the design of new processes, require long-term
planning, which in turn results in multiscale problems as described in Section
4.3. There is much potential in the development of models for such problems.

• Synergies are expected from collaboration between multiple DSM participants,
which could be a network of multiple plants that share customers but operate
in different electricity markets. It could also be a joint effort of two different
companies that operate interrelated power-intensive processes; a typical example
is the case of a steel plant and an air separation plant that supplies oxygen to the
steel plant.

• Following the same line of thought, it is also clear that collaboration between util-
ity and consumer or, to take it a step further, the grid-wide optimization involving
all participants can result in significant benefits for everyone. Here, however, be-
sides the size and complexity of the problem, one also has to consider conflicting
objectives among all decision makers.

• Decision-making under uncertainty still remains an open area of research in
DSM. The accurate and computationally efficient modeling of different kinds
of uncertainties is a major challenge. Here, the use of data will help in creat-
ing the models as well as in convincingly demonstrating the value of stochastic
optimization.

• In general, it is crucial to develop more efficient solution methods, especially for
solving multiscale and stochastic optimization models.
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7 Concluding Remarks

This work provides an introduction to DSM with an emphasis on the perspective of
large industrial electricity consumers, and a state-of-the-art review of existing works
on planning and scheduling for industrial DSM. We have identified four major chal-
lenges in this emerging research area, and have demonstrated the capabilities of
current models with two real-world case studies. We hope that this review will stim-
ulate further research as we still face major challenges, two of which are multiscale
(temporal and spatial) optimization and decision-making under uncertainty.

Acknowledgements The authors gratefully acknowledge the financial support from the National
Science Foundation under Grant No. 1159443 and from Praxair. The authors would also like to
thank Dr. Jose M. Pinto and Dr. Arul Sundaramoorthy from Praxair for the successful collaboration
on many projects related to industrial DSM and the real-world data that they have provided for the
case studies.

References

Albadi MH, El-Saadany EF (2008) A summary of demand response in electricity markets. Electric
Power Systems Research 78(11):1989–1996

Artigues C, Lopez P, Haı̈t A (2013) The energy scheduling problem: Industrial case-study and
constraint propagation techniques. International Journal of Production Economics 143(1):13–
23

Ashok S (2006) Peak-load management in steel plants. Applied Energy 83(5):413–424
Ashok S, Banerjee R (2001) An optimization mode for industrial load management. IEEE Trans-

actions on Power Systems 16(4):879–884
Babu C, Ashok S (2008) Peak Load Management in Electrolytic Process Industries. IEEE Trans-

actions on Power Systems 23(2):399–405
Balas E (1985) Disjunctive Programming and a Hierarchy of Relaxations for Discrete Optimization

Problems. SIAM Journal on Algebraic Discrete Methods 6(3):466–486
Ben-Tal A, Goryashko A, Guslitzer E, Nemirovski A (2004) Adjustable robust solutions of uncer-

tain linear programs. Mathematical Programming 99(2):351–376
Ben-Tal A, El Ghaoui L, Nemirovski A (2009) Robust Optimization. Princeton University Press,

New Jersey
Birge JR, Louveaux F (2011) Introduction to Stochastic Programming, 2nd edn. Springer Sci-

ence+Business Media
Birge JR, Louveaux FV (1988) A multicut algorithm for two-stage stochastic linear programs.

European Journal of Operational Research 34(3):384–392
Castro PM, Harjunkoski I, Grossmann IE (2009) New Continuous-Time Scheduling Formulation

for Continuous Plants under Variable Electricity Cost. Industrial & Engineering Chemistry
Research 48(14):6701–6714

Castro PM, Harjunkoski I, Grossmann IE (2011) Optimal scheduling of continuous plants with
energy constraints. Computers & Chemical Engineering 35(2):372–387

Castro PM, Sun L, Harjunkoski I (2013) Resource-Task Network Formulations for Industrial
Demand Side Management of a Steel Plant. Industrial & Engineering Chemistry Research
52:13,046–13,058

Charles River Assosicates (2005) Primer on Demand-Side Management. Tech. Rep. February, The
World Bank



28 Qi Zhang and Ignacio E. Grossmann

Conejo AJ, Nogales FJ, Arroyo JM (2002) Price-Taker Bidding Strategy Under Price Uncertainty.
IEEE Transactions on Power Systems 17(4):1081–1088

Daryanian B, Bohn RE, Tabors RD (1989) Optimal Demand-Side Response to Electricity Spot
Prices for Storage-Type Customers. IEEE Transactions on Power Systems 4(3):897–903

Ding YM, Hong SH, Li XH (2014) A Demand Response Energy Management Scheme for Indus-
trial Facilities in Smart Grid. IEEE Trans 10(4):2257–2269

DOE (2006) Benefits of demand response in electricity markets and recommendations for achiev-
ing them. Tech. rep., U.S. Department of Energy

DOE (2013) Smart Grid Investment Grant Program - Progress Report II. Tech. rep., U.S. Depart-
ment of Energy
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