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Machine Learning: 
Conceptual 
Overview 



How does machine learning work? 

The simplest rule learner will 
learn to predict whatever is 
the most frequent result class. 
This is called the majority 
Class. 

What will the rule be in this case? 
It will always predict yes. 

A slightly more sophisticated rule learner  
will find the feature that gives the most 
information about the result class.  What 
do you think that would be in this case? 

Outlook: 
 Sunny -> No 
 Overcast -> Yes 
 Rainy-> Yes 

<Feature Name>: 
 <value> -> <prediction> 
 <value> -> <prediction> 
 … 



What is machine learning? 

 Automatically or semi-automatically 
 Inducing concepts (i.e., rules) from data 
Finding patterns in data 
Explaining data 
Making  predictions 

Data Learning Algorithm Model 

New Data 

Prediction Classification Engine 



More Complex Algorithm… 

* Only makes 2 mistakes! 



Why is it better? 
 Not because it is more complex 
Sometimes more complexity makes 

performance worse 
 What is different in what the three rule 

representations assume about your data? 
0R 
1R 
Trees 

 The best algorithm for your data will give 
you exactly the power you need 
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is a circle and you have these points.  What rule 
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Lets say you don’t know the shape, what shape  
would you guess? 
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Tools and 
Resources 



Essential Reading 

 Witten, I. H., Frank, E., Hall, 
M. (2011).  Data Mining: 
Practical Machine Learning 
Tools and Techniques, third 
edition, Elsevier: San 
Francisco 



Other Suggested Readings 
 Richard Cotton (2013). Learning R, O’Reilly 

and Associates 
 Allen Downey (2013).  Think Bayes, 

O’Reilly and Associates 
 Mark Lutz (2013). Learning Python, 

O’Reilly and Associates 
 Drew Conway & John White (2012). 

Machine Learning for Hackers: Case 
Studies and Algorithms to Get You Started, 
O’Reilly Media 



Software Tools 
 Data manipulation tools 

 Whatever you are comfortable with 
 Scripting language like R, Python, Perl 
 Excel 

 
 Weka (http://www.cs.waikato.ac.nz/ml/weka/) 

 Open source machine learning toolkit 
 Includes Java API 

 
 LightSIDE (http://lightsidelabs.com/research) 

 Weka add-on for text processing 
 Developed at CMU! 
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What is machine learning 

Algorithms? 
 Ch. 48 (multiple of 7 plus 6) 

 
1. Right Side Row. Hdc in third ch from hook and in each remaining ch. 
Ch.1, turn. 
2. And ALL Wrong Side Rows. Sc in each stitch across. Ch.2, turn. 
3. *Work hdc in 4 sc, work post dc as follows: yo, insert hook right to left 
under post of hdc below next sc, draw up loop, (yo and draw through 2 
loops) twice to complete dc. Skp sc behind post dc, work hdc in next sc, 
work post dc in hdc below next sc*, skip sc behind post dc; repeat from * 
to * across, ending with hdc in last 4 sc. Ch 1, turn. 
4. Wrong side row, repeat row 2. 
5. *Hdc in 4 sc, skip firt post dc, and work post dc on second post dc. Ch. 
1, now work post dc around the skipped post dc (crossover made, skip 
the 3 sc behind crossover *; repeat from *to* across, ending with hdc in 
last 4 sc. 
6. Wrong side row, repeat row 2. 
7. * Hdc in 4 sc, work post dc in post dc below next sc (always skip sc 
behind each post dc), hdc in next sc, post dc in post dc below next sc*. 
Repeat from * to * ending with hdc in last 4 sc. Ch 1, turn. Repeat Rows 
2 through 7 for pattern. 





Sampling, Cleaning, Reformatting… 



The rectangular batts 
(like csv files with raw texts) 

that come out of  
the drum carder 
are still not ready 

to make something out of 



Here’s where you come in! 



Text Teaser 



Decisions about Machine 
Learning Methods 

Linear 
Or 

Nonlinear 

Statistical, 
Weight Based, 

Symbolic 

Feature 
Extraction 

And 
Selection 

Protection 
Against 

Overfitting 

Tune Parameters 

Done!! 



Consider this simple example… 

Look for what 
distinguishes 
Questions and  
Statements in this 
dataset. 
 
What clues do you 
see? 



What are good features for text 
categorization? 

What distinguishes 
Questions and  
Statements? 

Not all questions 
end in a question 
mark. 



I versus you is 
not a reliable  
predictor 

What are good features for text 
categorization? 

What distinguishes 
Questions and  
Statements? 



What are good features for text 
categorization? 

What distinguishes 
Questions and  
Statements? 

Not all WH words 
occur in questions 



Effective data representations make 
problems learnable… 

 Machine learning isn’t magic 
 But it can be useful for 

identifying meaningful patterns 
in your data when used 
properly 

 Proper use requires insight into 
your data 

? 



LightSIDE:  
A quick tour 





 





 



 



 



 



Effective Development 
and Evaluation 
Process in LightSIDE 



Avoiding Overfitting! 
 Separate data for evaluation from data for 

exploration 
 We will refer to the exploration set as the 

Dev Set 
 We will refer to the evaluation set as the 

cross-validation set 
 You should also have a final test set you 

never look at until you think you are done! 
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Remember!!!! 
 Use your development data for: 
Qualitative analysis before ML 
Error analysis 
 Ideas for design of new features 

 
 Use your cross validation data for: 
Evaluating your performance 

 
 Never include the data you are testing on 

in the data you do feature selection with!!! 



Basic Text Feature 
Extraction 



 
Represent text as a vector where each 
position corresponds to a term 
 
This is called the “bag of words” approach 

 Cows make cheese. 
 110010 

 
 Hamsters eat seeds. 
 001101 

Cheese 
Cows 
Eat 
Hamsters 
Make 
Seeds 



 
Represent text as a vector where each 
position corresponds to a term 
 
This is called the “bag of words” approach 

Cows make cheese. 
110010 

 
Hamsters eat seeds. 
001101 

Cheese 
Cows 
Eat 
Hamsters 
Make 
Seeds 

But same representation 
for “Cheese makes cows.”! 
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Examples from Gallup Poll Data 
 Male from Virginia, age 30, negative: “I 

think it’ll increase costs for everyone.” 
 

 Female from Illinois, unknown age, 
positive: “Because the cost of healthcare is 
just outta sight crazy” 
 

 Male from Michigan, age 70, positive: “the 
cost” 



The Gallup Poll Dataset 
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Basic Types of Features 
“Because the cost of healthcare is just outta sight 
crazy” 



Basic Types of Features 
“Because the cost of healthcare is just outta sight 
crazy” 



Basic Types of Features 
“Because the cost of healthcare is just outta sight 
crazy” 



Basic Types of Features 
“the cost of healthcare” 

DT NN PRP NN 



Part of Speech Tagging 
1. CC Coordinating 

conjunction  
2. CD Cardinal number  
3. DT Determiner  
4. EX Existential there  
5. FW Foreign word  
6. IN Preposition/subord  
7. JJ Adjective  
8. JJR Adjective, 

comparative  
9. JJS Adjective, superlative  
10.LS List item marker  
11.MD Modal  

12.NN Noun, singular or 
mass  

13.NNS Noun, plural  
14.NNP Proper noun, 

singular  
15.NNPS Proper noun, plural  
16.PDT Predeterminer  
17.POS Possessive ending  
18.PRP Personal pronoun  
19.PP Possessive pronoun  
20.RB Adverb  
21.RBR Adverb, comparative  
22.RBS Adverb, superlative  

http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html 

http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html


Part of Speech Tagging 
23.RP Particle  
24.SYM Symbol  
25.TO to  
26.UH Interjection  
27.VB Verb, base form  
28.VBD Verb, past tense  
29.VBG Verb, 

gerund/present participle  
30.VBN Verb, past participle  
31.VBP Verb, non-3rd ps. 

sing. present  

32.VBZ Verb, 3rd ps. sing. 
present  

33.WDT wh-determiner  
34.WP wh-pronoun  
35.WP Possessive wh-

pronoun  
36.WRB wh-adverb  

http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html 

http://www.comp.leeds.ac.uk/ccalas/tagsets/upenn.html


Basic Types of Features 
“the cost of healthcare” 

DT NN PRP NN 



Basic Types of Features 
“the cost of healthcare” 4 



Basic Types of Features 
“the cost of healthcare” YES 



Basic Types of Features 
“the cost is too great.  The cost is immense!” 

The value of the feature is the number of times it occurs, 
rather than 1 if it occurs or 0 otherwise, which is the 
default. 



Basic Types of Features 
“the cost is too great.  The cost is immense!” 

If you uncheck this, punctuation will be ignored and 
stripped out of the representation. 



Basic Types of Features 
“the cost of healthcare” X X 



Basic Types of Features 
“healthcare costs”  “healthcare cost”    



Clarification on Basic text 
feature extractor 
 POS tagging happens before stemming or 

stopword removal 
 POS bigrams are not affected by stopword 

removal – POS tags for stopwords will still 
be included 

 On word n-grams, the only n-grams that will 
be dropped in the case of stopword 
removal are ones that consist only of 
stopwords 



Feature Space Customizations 
 Feature Space Design 
Think like a computer! 
Machine learning algorithms look for features 

that are good predictors, not features that are 
necessarily meaningful 

Look for approximations 
 If you want to find questions, you don’t need to do a 

complete syntactic analysis 
 Look for question marks 
 Look for wh-terms that occur immediately before an 

auxilliary verb 



Error Analysis 



Error Analysis Process 
High Level Overview 

 Identify large error cells 
 Make comparisons 

 Ask yourself how it is 
similar to the instances that 
were correctly classified 
with the same class 
(vertical comparison)  

 How it is different from 
those it was incorrectly not 
classified as (horizontal 
comparison) 

 

Goal: We want to discover how to re-
represent the data so that instances 
with the same class value look more 
similar to one another and instances 
with different class values look more 
different 
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* Testing bigrams as an alternative…. 
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Special Text 
Features 



Stretchy Patterns in LightSIDE 
Looking at sentiment_sentences.csv 
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Configuring Stretchy Patterns 

 Longer patterns 
and longer gaps 
lead to larger 
numbers of 
features 

 Categories are 
useful both for 
abstraction and 
for anchoring the 
patterns 
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Regular Expressions 
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American Street Gangs 
Predict gang affiliation from posts 

•  Crips, Bloods, Hoovers 
o crips started in South Central LA 
o Pirus, Bloods, Hoovers from 

crips 
 

• Chicago based 
o People Nation 

 vice lords, latin kings, 
stones 

o Folk nation 
 gangster disciples 

 
• Trinitarios 

o hispanic gang based in NYC 
 



Graffiti Based Style Features 

 
 

 
 

         
  
 

On the board 
 c       ck ckrab, ckome 
ck      cc fucc, blocc 
 p       pk pkut, ... 
 h       hk whky, hkappens 
 b       bk bk1, bkang 
 e       3 3ast 
 s       5 5hit 
 c       c^ c^rime, c^uh 

Graffiti 
Social messages 
Stylistic writing 
crossing out other gangs 



Character N-grams 

 Character bigrams can detect graffiti style 
features 
 

 Could also be used to identify consistent 
endings on words (i.e., that indicate 
formality or gender) 



Parse Features 
 Word based features lose all structure and 

order within sentences 
 Parse features can capture that 
 But they are SLOW!! 



Leveraging 
Subpopulations through 
Multi-Level Modeling 



Evaluation 
 



Evaluation 
 



Evaluation 
 



Evaluation 
 



Why is performance different? 
 Men and women used language differently 
 Different focus 
Women had a more personal focus 
Men had a more national/objective focus 



What is different in how men 
and women talk? 

 



What is different in how men 
and women talk? 



What is different in how men 
and women talk? 



Confounded with other variables 
 Men sound older and women sound 

younger (Argamon et al., 2007) 
 

 Men sound more like non-fiction and 
women sound more like fiction (Argamon et 
al., 2003) 
 
 



Why do low level features 
overfit?  
 In a linear model, positive weights push the 

decision towards one class while negative weights 
push the decision towards the other class 
 

 The magnitude of the weight indicates how much 
of a push that feature gives 



Why do low level features 
overfit?  

 What happens if the same feature predicts age, 
gender, and social class? 
 If you are predicting gender, then the average value for 

each feature assumes the mix of age and social class 
in the data set you trained for 
 The weights normalize for this mix 
 If the mix changes, then the normalization will be wrong 

 So the weights won’t predict gender correctly anymore 
on datasets where the mix of those other factors is 
different 



MOL 

MOL 

MOL 
MOL 

MOL 

MOL 

MOL 

MOL 

MOL 

MOL 

MOL 

FOL 

FOL 

FOL 
FOL 

FOL 

FYL 

FYL 

FYL 

FYL 

FYL 

FYL 

FYL 

MYH 

MYH 

MYH 

MYH 

MYH 

MYH 

MYH 

MYH 
MYH 

MYH 
MYH 

MYH 

FYH 
FYH FYH 

FYH FYH 

FYH 

FYH 

Train Test 

MYL 

MYL 

MYL 

MYL 

MYL 

MYL 

MYL 

MYL 

MYL 

MYL 

FOH 

FOH 
FOH 

FOH 

FOH 

FOH 

FOH 

MOH 

FOH 

MOH 

MOH 

MOH 

MOH 

MOH 

MOH MOH 

MOH 

Never saw MOH in train, so trained model will 
overpredict extent of swearing among males on test set 



Evaluation of Domain 
Generality 

• Contrast random CV 
and leave-one-
occupation-out CV 

• All feature space 
representations show 
significant drop 
between random CV 
and leave-one-
occupation-out CV 

• Only stretchy patterns 
remain significantly 
above random 
performance 



Feature Splitting (Daumé III, 2007) 
 

General 

Domain A Domain B General 

Why is this nonlinear? 
 
It represents the interaction between each feature and the Domain variable 
 
Now that the feature space represents the nonlinearity, the algorithm to train the weights 
can be linear. 



Gang Alliances 
 



Gangs Data 
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 Style features that distinguish Allied 
from Opposing differ by dominant gang 

 Crips: 
 Allied: bCaret 
 Opposing: CC, PK, cCaret 

 Bloods: 
 Allied: XO, CC 
 Opposing: hCaret, BK 

 Latin Kings: 
 Allied: CC, XO 
 Opposing: 5S 

 
 
 

When the dominant 
gang is in an allied 
thread, we see style 
features that unite 
them against 
opposing gangs. 

Feature Analysis 
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 Style features that distinguish Allied 
from Opposing differ by dominant gang 

 Crips: 
 Allied: bCaret 
 Opposing: CC, PK, cCaret 

 Bloods: 
 Allied: XO, CC 
 Opposing: hCaret, BK 

 Latin Kings: 
 Allied: CC, XO 
 Opposing: 5S 

 
 
 

When the dominant 
gang is in an 
opposing thread, we 
also see features 
that unite the 
opposing gangs 
against them. 

Feature Analysis 



 Unigram features that distinguish Allied 
from Opposing don’t differ by dominant 
gang as much as style features 

 Universal: 
 Allied: lmao, you, crew 
 Opposing: forever, wtf, where 

 Crips: 
 Allied: lol 
 Opposing: know, about 

 Bloods: 
 Allied: niggas, the 
 Opposing: at 

 
 

We see 
relationship 
words, but not 
gang identity 
words. 

Feature Analysis 
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