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Outline of my talk

Introduce quantum algorithms

Quantum Advantage and 
Supremacy

Quantum Optimization landscape

Quantum Annealing and QAOA

Recent Results in Quantum 
Optimization

Resources to watch
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A Quantum Computer in a nutshell

Take all possible 2N solutions 
of your problem and 
represent them as bitstrings:

Sol1 = 000
Sol2 = 001
Sol3 = 010
...

Imagine each bistring is a direction in 
a 2N dimension vector space. Your 
initial quantum state is a vector that 
has an equal component in all 
directions.

Quantum initialization
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A Quantum Computer in a nutshell

The algorithm moves the vector 
changing the components and arrives 
«closer» to the classical solution that 
we want, almost aligned

superposition

Quantum algorithm
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When measured, the state is aligned 
(«collapsed») to a given component 
axis with a probability proportional to 
the projection of the final quantum 
state.
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Driving an exponentially large field with an exponentially large vehicle 

superposition

Quantum optimization:
Driving the evolution of a state in 
an exponential number of 
dimensions, trying to avoid an 
exponential number of wrong 
ways, to target a very small final 
number of locations.

Typ. Search Space : O(2N)
Typ. Target Solution set : ≤ O(Nk)

Classical state description: O(N)
Quantum state description: O(2N)

Can complexity shortcut complexity?
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Fidelity of algorithmic operations 
(gate error probability)
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The theoretical power of FT Quantum Computing
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Fault Tolerant Quantum Computing: Estimates

(π/4)√N

Linear search Complexity N

Quantum Search

[…] when one takes into account the cost of classical processing 
using current techniques, the speedup disappears. Also, the space 
usage of the algorithms is extremely high (sometimes over 1013

physical qubits) […]

N   → √N

[…] “Our results discourage the notion that any quantum optimization heuristic realizing only a quadratic speedup 
will achieve an advantage over classical algorithms on modest superconducting qubit surface code processors 
without significant improvements in the implementation of the surface code. For instance, under quantum-
favorable assumptions (e.g., that the quantum algorithm requires exactly quadratically fewer steps), our analysis 
suggests that quantum accelerated simulated annealing would require roughly a day and a million physical qubits to 
optimize spin glasses that could be solved by classical simulated annealing in about four CPU-minutes.”
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What are the chances that the only compelling 
speedup we can get out of QC is the one we can 

prove ab-initio?

One hope: NISQ heuristics!

(E.g. We did not understand the power of deep learning until we could 
actually run deep neural networks in practice. We still don’t really 
understand the power of deep learning on theoretical grounds.)
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How we measure quantum heuristics

1. Set up the quantum algorithm on the 
QPU with some initial parameters

2. Run it a number of times and process 
the performance collecting the statistics 
of distribution

3. If performance is not acceptable, use the 
distribution to choose new parameters 
(might involve processing)

→ Repeat 1-3 until satisfaction

4. Process final result and measure 
resource used (time, energy)

→ Repeat 1-4 for many benchmarking 
instances and collect distribution of 
performance.

5. Compare against best classical method 
on available hardware (time, energy)

Do you beat 
some good 
classical 
methods?

More work to do, 
think how to 
improve

Congrats, you 
achieved limited 
quantum speedup

Do you beat 
all good 
classical 
methods?

Is your performance 
so much better that 
it would be crazy do 
to it without a QC?

Congrats, you 
achieved quantum 
advantage

Congrats, you 
achieved 
quantum 
supremacy

As of 8/30/2020:
 Few limited quantum speedup demos achieved with quantum 

annealing (both application and tailored).
 No quantum advantage for application problems.
 One quantum supremacy demo on «self-simulation»

WORLD QUEST : 
Discover an interesting, useful application 
where we see quantum advantage 
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Quantum Supremacy and Quantum Advantage
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Quantum 
advantage?

Number of qubits
X

Length of an algo

at fixed error probability 
≈ quantum volume

Fidelity of algorithmic operations 
(gate error probability)

 Sep19 Paper Leaks
Oct19 IBM pre-announce counter-
test estimate (days)

 Oct19 Google announce (10k years)
 May 15 2020 Alibaba announce 

counter-test estimate (20 days)
 Followup works seem to bring the 

number down to days 

Quantum volume
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Strategies, Technologies (as 9/2020)

ANALOG:
 Quantum Annealing
 Coherent (Optical) Ising Machines
 Oscillator-based Computing
 Quantum-Inspired Digital Annealers

GATE-MODEL NISQ:
 Quantum Approximate Optimization
 Quantum Alternate Operator Ansatz
 Variational Quantum Eigensover
 Quantum Neural Networks

FAULT-TOLERANT QUANTUM:
 Phase Estimation
 Amplitude Amplification/Estim.
 Sampling

Engineering Complexity ↔ Near Term Usability
(≈Quantumness)

Underlying
Technology 
Industrialization 
maturity

CMOS

SUPERCONDUCTING QUBITS

LASER OPTICS

COLD ATOMS

PHOTONIC, HYBRID OR 
TOPOLOGICAL QUANTUM

Disclaimer: personal opinions,
Non-exhaustive list
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First contender for quantum optimization: quantum annealing

QUANTUM ANNEALING

B(t) (∑ij Jij σz
i σz

j + ∑i hi σz
i)

+ A(t) ∑i σx
i

Minimum of  ∑ijQij xi xj 

The Ising Model in a Transverse Field

Magnetic Flux

1
0

Superconducting
Loop
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Assign “colors” to connected 
sets of qubits

(nHhardware qubits)(nP logical bits)

Programming a Quantum Annealer: Embedding

B(t) (∑ij Jij σz
i σz

j + ∑i hi σz
i)
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A practical heuristic for finding 
graph minors 
Jun Cai, Bill Macready, Aidan 
Roy D-Wave Systems Inc. 
ArXiv:1406.2741 (2014)

Programming a Quantum Annealer: Embedding

Integer programming techniques for 
minor-embedding in quantum annealers
David Bernal, Kyle Booth, Raouf Dridi, 
Hedayat Alghassi, Sridhar Tayur and 
Davide Venturelli ArXiv:1912.08314 
(2020)
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Frontiers in quantum annealing: embrace dissipation

Pause

This establishes that the observed success 
probability enhancement can be attributed to 
incomplete quantum relaxation, i.e., is a form of 
beneficial non-equilibrium coupling to the 
environment. 

Reverse Annealing:
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Second condented for quantum optimization: QAOA

QUANTUM APPROXIMATE OPTIMIZATION ALGORITHM (QAOA) 
↔ QUANTUM ALTERNATING OPERATOR ANSATZ 

QUANTUM ANNEALING
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The programming paradigm: quantum circuits

IDEALIZED QUANTUM CIRCUIT

What is the best way to express the unitary 
transformation that implements the 
algorithms?
(you cannot write the matrix)

GATE

GATE GATE

time

GATE

Measurement..

(from Cirq)

SYNTHESIS

... in term of the natively implementable 
gates?

COMPILATION (PARALLELIZATION)

... minimizing the duration of the 
execution of the circuit?
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Compilation and overhead
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Frontiers in QAOA: empirical advances and noise theory
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QA ↔ QAOA

QAOA QA
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NISQ Algorithms: 
Optimization, 
Machine Learning, 
Simulation, 
Software, Benchmarking, Compilation
Other
NISQ Experiments: 
Superconducting, 
Atom-based, 
Analog/annealing, 
Photonic,
Other

Categories

https://riacs.usra.edu/quantum/nisqc-nl

The NISQ-QC Newsletter
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U.S. Government Programs to Watch

DARPA Optimization with Noisy Intermediate 
Scale Quantum systems (ONISQ)

NSF Expeditions in 
Computing

Cohesing.org

NISQ NEWSLETTER: 
https://riacs.usra.edu/quantum/nisqc-nl
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Low-level co-design of algorithms is key for now

ILLIAC IV – first massively parallel computer, installed at NASA Ames 1972, first network-available supercomputer
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